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Abstract

Labor Market Returns and the Evolution of Cognitive Skills: Theory and Evidence

A large literature in cognitive science studies the puzzling "Flynn effect" of rising fluid intelligence (reasoning skill) in
rich countries. We develop an economic model in which a cohort's mix of skills is determined by different skills' relative
returns in the labor market and by the technology for producing skills. Combining Swedish data from exams taken at
military enlistment with earnings records, we document an increase in the labor market return to logical reasoning skill
relative to vocabulary knowledge. The estimated model implies that changes in labor market returns explain 37 percent
of the measured increase in reasoning skill, and can also explain the decline in knowledge. A survey of parents as well as
analyses of school curricula and occupational characteristics show evidence of increasing emphasis on reasoning relative
to knowledge.

Adoption of Medical Innovations Across Hospitals and Socioeconomic Groups: Evidence from Sweden

We study the adoption of innovations in the context of healthcare using Swedish data on 58 novel medicines for 47
conditions. We find significant variation in adoption rates across hospitals and socioeconomic groups, with a positive
correlation between patient income rank and adoption rates. Using a novel antiplatelet drug as a case study in a back-of-the-
envelope calculation, we find that equalizing adoption rates between top and bottom income deciles could have reduced
the gap in 12-month survival rates by 1.2 percent among first-time heart attack patients.

Unemployment Insurance Generosity and Health: Evidence from Sweden

We study how the generosity of unemployment insurance (UI) affects benefit recipients' healthcare use using Swedish
administrative data. Our measure of healthcare use accounts for inpatient and outpatient care visits and drug purchases and
measures full system costs, not just out-of-pocket expenses. Exploiting caps in the amount of daily benefits in a regression
kink design, we find little evidence that more generous unemployment benefits affect the total costs of recipients' healthcare
use. This finding holds across gender and age groups as well as short-term and long-term benefit recipients.

Family-Level Stress and Children's Educational Choice: Evidence from Parent Layoffs

We analyze the effect of parental layoffs on the educational outcomes of their children. Using Swedish administrative
data, we exploit shocks to firm labor demand to estimate the age-specific impact of parental layoffs on high school
graduation rates. We find that parental layoffs have a significant impact on high school completion rates and that the effect
is strongest in the year of application to high school (age 15). We then exploit variation in the fine timing of the layoff to
link this effect to a short window before a student chooses where to apply to high school. A parental layoff in the month
before the school choice deadline decreases the likelihood that the child will finish high school on time by 9 percentage
points relative to a layoff in the same school semester but after the deadline. The effect is higher for families with less
information about high school choice, consistent with the hypothesis that family stress, even if temporary and without
financial effects, may disrupt educational choice.
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Abstracts

Labor Market Returns and the Evolution of Cognitive Skills: Theory and
Evidence

(with Santiago Hermo, David Seim, and Jesse M. Shapiro)

A large literature in cognitive science studies the puzzling "Flynn effect" of
rising fluid intelligence (reasoning skill) in rich countries. We develop an eco-
nomic model in which a cohort’s mix of skills is determined by different skills’
relative returns in the labor market and by the technology for producing skills.
We estimate the model using administrative data from Sweden. Combining
data from exams taken at military enlistment with earnings records from the
tax register, we document an increase in the relative labor market return to
logical reasoning skill as compared to vocabulary knowledge. The estimated
model implies that changes in labor market returns explain 37 percent of the
measured increase in reasoning skill, and can also explain the decline in knowl-
edge. An original survey of parents, an analysis of trends in school curricula,
and an analysis of occupational characteristics show evidence of increasing

emphasis on reasoning as compared to knowledge.

Adoption of Medical Innovations Across Hospitals and Socioeconomic Groups:
Evidence from Sweden

(with Fabian Sinn)

We study the adoption patterns of innovations in the context of healthcare us-
ing Swedish administrative data. For a set of 58 novel medicines related to
47 health conditions, we document sizable variation in adoption rates across
hospitals and socioeconomic groups. For example, at the end of our analysis
period, the adoption rate of novel medicines for hospitals at the 90th percentile
was roughly three times as large as the adoption rate for hospitals at the 10th
percentile. We also document a positive association between the patient’s in-
come rank and the adoption rate of novel medicines for a diverse set of health

conditions ranging from cardiovascular diseases to lung diseases to ADHD.



Using a novel antiplatelet drug as a case study in a back-of-the-envelope calcu-
lation, we find that equalizing adoption rates between top and bottom income
deciles could have reduced the gap in 12-month survival rates by 1.2 percent
among first-time heart attack patients over the time period we study. We find
no effect from including new medications in regional guidelines or from better

hospital management practices.

Unemployment Insurance Generosity and Health: Evidence from Sweden
(with Arash Nekoei and David Seim)

We study how the generosity of unemployment insurance (UI) affects benefit
recipients’ healthcare use using Swedish administrative data. Our measure of
healthcare use accounts for inpatient and outpatient care visits and drug pur-
chases and measures full system costs, not just out-of-pocket expenses. Ex-
ploiting caps in the daily benefit amount in a regression kink design, we do
not find evidence that more generous unemployment benefits would affect the
total costs of recipients’ healthcare use. This conclusion holds across gender

and age groups as well as short-term and long-term benefit recipients.

Family-Level Stress and Children’s Educational Choice: Evidence from
Parent Layoffs

(with Julia Tanndal)

We analyze the effect of parental layoffs on the educational outcomes of their
children. Using Swedish administrative data, we exploit shocks to firm labor
demand to estimate the age-specific impact of parental layoffs on high school
graduation rates. We find that parental layoffs have a significant impact on high
school completion rates and that the effect is strongest in the year of application
to high school (age 15). We then exploit variation in the fine timing of the
layoff to link this effect to a short window before a student chooses where to
apply to high school. A parental layoff in the month before the school choice
deadline decreases the likelihood that the child will finish high school on time
by 9 percentage points relative to a layoff in the same school semester, but
after the deadline. The effect is higher for families with less information about
high school choice, consistent with the hypothesis that family stress, even if

temporary and without financial effects, may disrupt educational choice.
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Introduction

This thesis consists of four self-contained essays on topics in labor economics,
public economics, and health economics. Chapter 1 studies the role of la-
bor market returns in explaining cohort trends in measured cognitive skills
among Swedish men. Chapter 2 studies the adoption of novel medicines in
Sweden, with a focus on differences between hospitals and socioeconomic
groups. Chapter 3 studies how the generosity of unemployment insurance af-
fects the healthcare use of the unemployed. Chapter 4 studies how parental
job loss affects children’s educational outcomes. This introduction provides

non-technical summaries of each chapter.

Chapter 1 — Can market incentives help explain trends in cognitive skills?
A large literature, starting with Flynn (1984, |1987) and reviewed by Schaie et
al. (2005) and Pietschnig and Voracek (2015)), among others, has documented
a large and secular increase in measures of cognitive skill across birth cohorts
in developed countries. This "Flynn effect" has received widespread attention
and has been given several explanations in cognitive science. Typically, these
proposed explanations emphasize factors such as improvements in health and
nutrition (e.g., Pietschnig & Voracek, [2015; Rindermann et al., 2017). To
economists, such factors can be seen as increasing the supply of skill.

Yet, some scholars have proposed that changing societal demands could
also shape cohort trends in cognitive skills (e.g., Dickens & Flynn,2001)). Even
James R. Flynn (2018, p. 79) himself noted that “/w]hen society asks us to
increase our use of any skill over time, the brain responds”, but it is unclear
how important these demand factors are in practice.

The first chapter, Labor Market Returns and the Evolution of Cogni-
tive Skills: Theory and Evidence, joint work with Santiago Hermo, David



2 INTRODUCTION

Seim, and Jesse M. Shapiro, tackles this question by studying whether market
incentives, as measured by returns to skill in the labor market, can help explain
the cohort trends in cognitive skills.

Our analysis is based on administrative data with scores from standardized
tests of cognitive skills, taken at military enlistment, matched to register data
on earnings and socioeconomic background for the near population of Swedish
men born in 1962—-1975. The tests used to measure cognitive skills remained
identical over our study period, which allows us to measure trends in cognitive
skills across birth cohorts.

We begin by developing a novel economic model of investment in multidi-
mensional skills. In the model, an individual’s skills depend on an exogenous
endowment (capturing supply factors, such as health) and investments in skills
made before entering the labor market (by parents, children, and schools). In-
vestments in skills, in turn, depend on the lifetime returns to these skills.

We take the model to the administrative data, focusing on two dimensions
of cognitive skill: logical reasoning and vocabulary knowledge. The former
is a typical measure of fluid intelligence (Carroll, [1993), for which cognitive
scientists have documented particularly pronounced gains over time. The lat-
ter is a typical measure of crystallized intelligence (Carroll, [1993), for which
observed gains have typically been less pronounced. We estimate the model
under the assumption that determinants other than labor market returns have
not disproportionately favored one skill dimension over the other.

Our analysis yields three main findings. First, consistent with existing re-
search (Castex & Dechter, |[2014; Edin et al., 2022; Markussen & Rged, [2020)),
we find that lifetime labor market returns to both types of cognitive skill fell
across birth cohorts. However, the returns to vocabulary knowledge relative
to logical reasoning fell by 46 percent. At the same time, performance in the
logical reasoning test improved by 4.4 percentile points, while performance
in the vocabulary knowledge test fell by 2.9 percentile points, both measured
relative to the test score distribution of men born in 1967.

Through the lens of our skill investment model, the increase in the labor
market returns to logical reasoning relative to vocabulary knowledge spurred
an increase in investment in logical reasoning at the expense of vocabulary
knowledge. But how much of the trends in test scores can be explained by

changes in labor market returns? Taking the model to the data, our second



main finding is that changing labor market returns can explain 37 percent of
the increase in logical reasoning scores, with the rest being accounted for by
other factors. Furthermore, changing labor market returns can fully explain the
decrease in vocabulary knowledge, as we estimate that these skills would have
improved had labor market returns remained constant at their 1962 level.

As our third main finding, we provide evidence that parents and schools,
two key actors in children’s skill investment, have placed increasing emphasis
on developing reasoning skills relative to knowledge. Using an original survey,
we show that parents of more recent cohorts see reasoning skills as more im-
portant for their children than factual knowledge. Furthermore, we conduct a
text analysis showing that Swedish primary school curricula have shifted focus
over time toward developing reasoning skills relative to knowledge, a finding
consistent with an extensive pedagogical literature. We view these findings as
consistent with our account of the trends in logical reasoning and vocabulary
knowledge scores.

Our findings suggest that it is useful to incorporate market incentives and
the tools of economics into the study of the determinants of cohort trends in
cognitive skills. Our analysis gives impetus to studying many interesting open
questions: Are schools the main drivers behind the increase in the supply of
reasoning skills? Why does the labor market increasingly reward logical rea-
soning over factual knowledge? Can changes in labor market returns also af-

fect trends in non-cognitive skills?

Chapter 2 — How are novel medicines adopted across socioeconomic groups?
When new technologies are introduced, there is typically wide variation in
their adoption patterns. Large disparities in technology diffusion have been
documented within and across countries and in contexts such as agriculture,
manufacturing, transportation, and medicine (see e.g., Comin & Mestieri, [2014};
Miraldo et al.,[2019; Skinner & Staiger, 2007, 2015).

In the context of healthcare, understanding to what extent the adoption of
innovations such as novel medicines varies across hospitals and patient groups
is important because slow adoption is costly when new treatments substan-
tially improve over existing ones. Differences in adoption between socioe-
conomic groups may also contribute to health disparities (e.g., Chetty et al.,
2016j Finkelstein et al.,|[2021; Mackenbach, 2012 Zhang et al., 2010).



4 INTRODUCTION

The second chapter, Adoption of Medical Innovations Across Hospitals
and Socioeconomic Groups: Evidence from Sweden, joint work with Fabian
Sinn, studies the adoption of novel medicines using administrative data from
Sweden. Our analysis combines individual-level register data on inpatient and
outpatient care visits and prescription drug purchases with register data on
socioeconomic background and labor market histories.

To measure the adoption of a novel medicine, we first approximate its tar-
get patient group by mapping its indications to diagnosis and procedure codes
included in the register data. We then measure adoption by matching dates of
healthcare visits with the prescription dates of purchased drugs. To measure
adoption at the hospital level, we track the share of patients visiting a given
hospital who purchase the medicine after discharge.

Focusing on 58 novel medicines across 47 health conditions (such as car-
diovascular conditions, lung diseases, and diabetes), we document substantial
differences in adoption rates across hospitals and socioeconomic groups. For
instance, at the end of our study period, the adoption rate for hospitals at the
90" percentile was approximately three times that of hospitals at the 10" per-
centile. Similar patterns hold when looking at specific groups, such as heart
attack, atrial fibrillation, or chronic obstructive pulmonary disease (COPD) pa-
tients.

Moreover, we find a positive correlation between a patient’s income rank
(measured before hospitalization) and the adoption rate of novel medicines
across diverse health conditions, ranging from cardiovascular diseases to lung
diseases to ADHD. Pooling across all our novel medicines, we find that mov-
ing from the bottom to the top income percentile increases the probability of
purchasing a novel medicine by around 0.1 percentage points, or 10 percent
relative to the average adoption rate.

To assess the potential consequences of differences in adoption patterns,
we take as a case study a novel antiplatelet drug that saw widespread adop-
tion during our study period. In a back-of-the-envelope calculation, we find
that harmonizing adoption rates between the top and bottom income deciles
could have potentially narrowed the 12-month survival rate gap among first-
time heart attack patients by 1.2 percent. Notably, for this drug, we do not find
that better hospital management practices or the drug’s inclusion in regional

guidelines were associated with faster adoption, suggesting that other factors



may be driving the differences in adoption rates.

Chapter 3 — Does unemployment insurance affect healthcare use?

An extensive literature in economics, sociology, public health, psychology,
and other social sciences shows that job displacement and unemployment are
stressful events harmful for mental and physical health (e.g., Brand, 2015}
Dooley et al.,|1996; Jahoda, |1982; Picchio & Ubaldi, 2023 Wanberg, [2012).

In addition to causing distress for those losing their jobs, these health con-
sequences of unemployment could also be costly to society if the unemployed
increase their healthcare use e.g. due to prolonged stress. These costs could
potentially be large because individuals typically pay a small share of the to-
tal costs of the healthcare they receive. For example, only 6% of inpatient
care expenses, 18% of outpatient care expenses, and 25% of prescription drug
expenses were paid out-of-pocket by households in 2016 in OECD countries
(Organisation for Economic Co-operation and Development, [2019).

The third chapter, Unemployment Insurance Generosity and Health:
Evidence from Sweden, joint work with Arash Nekoei and David Seim, stud-
ies whether unemployment insurance (UI) affects the benefit recipients’ health-
care use. If access to more generous unemployment benefits helps alleviate
the negative health impacts of unemployment, this should be taken into ac-
count when deciding on the optimal level of unemployment benefits. Studying
effects on healthcare use also helps shed light on whether the adverse health
consequences of unemployment are primarily related to the decline in income
after losing a job or whether other factors, such as social stigma or the loss
of social contacts and identity (as emphasized by e.g., Jahoda, |1982) matter
more.

Our analysis uses individual-level administrative data on around 340,000
unemployment spells, which we link to detailed register data on inpatient and
outpatient care visits and prescription drug purchases. Our measure of costs
aims to capture the full costs of healthcare use, including out-of-pocket costs
but also costs covered by prescription drug insurance for drug purchases and
costs of resources used on the patient along with underlying (e.g., personnel
and administrative) costs for inpatient and outpatient care visits.

To estimate the causal effect of unemployment benefits on healthcare use,

we use a regression kink design. Intuitively, this method exploits the fact that



6 INTRODUCTION

the amount of benefits individuals can receive is capped — a typical feature of
unemployment insurance systems worldwide. This feature produces a kink in
the relationship between unemployment benefits and pre-unemployment earn-
ings at the point where the individual reaches the benefit cap. As long as in-
dividuals with pre-unemployment earnings slightly below and above this kink
are similar in terms of other determinants of healthcare use, we can attribute
any kinks in the relationship between healthcare use and pre-unemployment
earnings to a causal effect of unemployment benefits on healthcare use.

We find little evidence that the generosity of unemployment insurance af-
fects the healthcare use of people with pre-unemployment earnings close to the
kink point. For example, over the first 20 weeks of the unemployment spell,
our estimates can rule out changes in the total costs of healthcare use greater
than 9 percent in response to a one percent increase in daily unemployment
benefits. Our findings are similar for both men and women, younger and older
individuals, and short-term and long-term benefit recipients.

The findings of this chapter indicate that, at least in the Swedish setting,
slightly adjusting the level of unemployment benefits would not greatly affect
the healthcare use of the unemployed. An interesting open question is whether
the same applies to other social insurance programs, such as disability insur-
ance whose recipients are generally in worse health than the unemployed. For
example, recent evidence from the United States shows that access to more
generous disability insurance can even reduce the mortality rate of benefit re-
cipients (Gelber et al.,[2023)).

Chapter 4 — Does parental job loss affect children’s educational choices?
Educational attainment is highly correlated with parental income in many set-
tings. For example, the correlation between family income and college enroll-
ment increased between the 1980s and the 2000s in the United States (Belley
& Lochner, [2007), and families of higher socioeconomic status take advan-
tage of free school choice more often in Sweden and other European countries
(Ambler, [1994; Skolverket, [2003)). While this correlation may reflect credit
constraints, it might also reflect other factors, such as economic insecurity re-
stricting the time parents have for being involved in their children’s education.

The fourth chapter, Family-Level Stress and Children’s Educational
Choice: Evidence from Parent Layoffs, joint work with Julia Tanndal, stud-



ies how the layoff of a parent affects children’s educational outcomes, focus-
ing on the context of upper secondary school track choice in Sweden. Because
there are no tuition fees, but school and track choice may be a complex task
for families, this setting helps with distinguishing between the effects of finan-
cial and non-financial constraints on the educational outcomes of children in
low-income families.

We use Swedish register data on events where an employer plans to lay off
five or more employees of the same workplace due to a long-term reduction
in labor demand. We link information on parents employed at firms with at
least one such event with information on the educational attainment of the
parents’ children. Key to our analysis is that the timing of the layoff events is
unlikely to be related to the characteristics of the affected parents or how old
their children are at the time of layoff. We therefore use variation in the child’s
age at the time of layoff to estimate how layoffs occurring at different points
in the child’s life affect educational attainment.

We find that children in families with a parental layoff are less likely to
finish high school relative to their peers, especially when the layoff coincides
with the transition from compulsory to upper secondary school (ages 15-16).
The likelihood of completing high school on time falls by 15 percentage points
(from 73 to 58 percent) for children whose parents are laid off 6-12 months
before the school transition. In contrast, probability of graduation only falls by
around 3 percentage points for children already enrolled in high school at the
time of parental layoff.

Two findings suggest that our results are driven by layoffs reducing the
time parents have for investing in their children’s education. First, we see that
effects on high school completion are larger when the layoff occurs before
the high school application deadline, a period when parental support is more
crucial. Second, the effects of parental layoffs are more pronounced when they
affect the oldest child. In contrast, for younger siblings we cannot rule out that
layoffs do not affect high school completion. This latter finding is consistent
with parental layoffs being more harmful in families with less information
about the school choice system, since younger siblings should have access
to more knowledge about school choice before the high school track choice
becomes relevant for them.

Overall, our findings highlight that the timing of parental job loss and how
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it interacts with critical junctures of the education system are important for
determining how harmful the effects of layoffs are for children’s educational

outcomes.
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1.1 Introduction

A large and important literature in cognitive science documents substantial
gains in intelligence (IQ) scores across successive cohorts in developed coun-
tries, sometimes called the “Flynn effect” (see, for example, Flynn, 2007,
2012; Flynn & Shayer, |[2018; Pietschnig & Voracek, 2015} Schaie et al.,[2005;
Trahan et al., 2014)[] These gains are especially pronounced for fluid intelli-
gence, a notion of general reasoning ability often measured with abstract rea-
soning tasks (Pietschnig & Voracek, 2015). There are less pronounced gains,
or even declines, in crystallized intelligence, a notion of domain knowledge of-
ten measured with knowledge assessments such as vocabulary tests (Pietschnig
& Voracek, 2015} Schaie et al., 2005)F] Understanding the causes of these
trends is important in part because of evidence that a population’s level of
cognitive skills influences its economic productivity, economic growth, and
distribution of income (e.g., Bishop, |1989; Hanushek & Woessmann, 2008}
Section 5)[]

There is no consensus on the precise causes of cohort trends in cogni-
tive performance, which some consider to be an important puzzle Research
in cognitive science emphasizes factors, such as improvements in health and
nutrition, that expand the supply of skill (e.g., Pietschnig & Voracek, [2015;
Rindermann et al.,2017). But the incentive to invest in particular dimensions
of skill may also evolve over time in response to the demands of the economy.

In this paper, we study the role of labor market returns in determining co-
hort trends in skill levels and skill composition. We focus on Sweden, where
an administrative data join between standardized test scores (collected for mil-
itary conscription typically at age 18 or 19) and earnings (collected by the tax
agency over the lifecycle) allows us to measure the level of and return to skill

in a consistent way across cohorts for the near-population of men.

IRindermann et al.,[2017| write, “Among the most discussed topics in intelligence research
is the rise of average IQ test results across generations in the 20th century” (p. 242).

2Cattell (1943) writes, “Fluid ability has the character of a purely general ability to discrim-
inate and perceive relations between any fundaments, new or old... Crystallized ability consists
of discriminatory habits long established in a particular field.” (p. 178).

3There is also evidence that a population’s level of cognitive skills is related to its levels of
patience and risk aversion (Falk et al., 2018 Potrafke, 2019).

4Deary (2020) writes, “If there were a prize in the field of human intelligence research, it

might be for the person who can explain the ‘Flynn effect’...” (also quoted in Wai & Putallaz,
2011).
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We develop a model of an economy whose aggregate output is determined
by the aggregate skills of workers. Skills, which can be multidimensional, are
determined both by an exogenous endowment (e.g., health) and an investment
decision made early in life (by parents, children, and schools). The investment
decision is in turn influenced by the lifetime labor market returns to differ-
ent skills. We identify the relative returns to different skills by assuming that
unobserved determinants of an individual’s earnings are correlated with the in-
dividual’s skill endowment only through its market value. Under this assump-
tion, the relative returns to different skills can be recovered from a Mincerian
regression of the log of earnings on skills in a cross-section of individuals.

We parameterize the model so that a single unknown parameter governs the
degree to which individuals can substitute investment across skill dimensions.
We identify this parameter by assuming that long-run average shocks to the
technology for producing skills are proportional across fluid and crystallized
intelligence.

We take the model to the data. Across the birth cohorts 1962—1975, we find
that performance on a logical reasoning task—our proxy for fluid intelligence—
improved by 4.4 percentile points, measured in terms of the distribution in the
1967 cohort. The estimated lifetime earnings premium to an additional per-
centile point of logical reasoning performance fell by 0.08 log points, from
a base of 0.48 log points. Turning to performance on a vocabulary knowl-
edge test—our proxy for crystallized intelligence—we find that performance
declined by 2.9 percentile points. The estimated lifetime premium to an ad-
ditional percentile point of vocabulary knowledge fell by 0.07 log points, but
from a much lower base of 0.16 log points.

Because logical reasoning performance rose while its market return fell,
a model in which logical reasoning is the only skill dimension would imply
that there must have been an increase in the supply of skill, consistent with
the hypothesis of a growth in the endowment of fluid intelligence of the sort
emphasized in the cognitive science literature. A richer picture emerges when
incorporating the second skill dimension. Vocabulary knowledge performance
fell along with its market return, suggesting a decline in the demand for this
skill dimension. Moreover, the premium to vocabulary knowledge relative to
logical reasoning fell by 38 log points. Seen through the lens of our model, the

declining relative premium to crystallized intelligence drove a reallocation of
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effort towards developing abstract reasoning and away from acquiring knowl-
edge.

We use the model to decompose the observed trends in skills into a por-
tion driven by changing labor market returns and a portion driven by other
factors. According to the estimated model, if the market returns to different
skills had remained constant at their 1962 level, logical reasoning and vocab-
ulary knowledge performance would have increased by 2.8 and 3.0 percentile
points, respectively. The estimated model thus implies that trends in labor mar-
ket returns explain 37 percent of the growth in logical reasoning performance

(roughly, 100 x 4‘42;42'8) and more than fully explain the decline in vocabulary

knowledge.

We extend our baseline analysis in a few directions. First, we use a nation-
ally representative survey linked to earnings records to expand our analysis to
a broader set of birth cohorts, from 1948 to 1977, and to skills measured at a
younger age, around age 13. We find that the relative level of and return to
logical reasoning performance rose across these cohorts, though our estimates
are less precise than those from the (much larger) enlistment sample. Second,
we adjust the estimated trends in skill levels and skill returns to account for
the role of covariates such as height and secondary school completion. Al-
though adjusting for covariates is conceptually delicate, as some covariates
may themselves respond to labor market returns, we find broadly similar con-
clusions across a variety of sensitivity analyses. Third, we extend our model
to incorporate non-cognitive skills. We estimate a smaller, but still important,
role for changes in labor market returns in explaining the evolution of cogni-
tive skills, and we highlight limitations of the analysis that arise because the
measure of non-cognitive skills in our data is not directly comparable across
cohorts.

We also explore whether the main actors in skill investment—parents and
schools—place increasing emphasis on reasoning relative to knowledge. In an
original survey, we find that parents of more recent cohorts tend to regard rea-
soning ability as more important for their children than knowledge of facts. In
areview of pedagogical scholarship, and an original quantitative text analysis,
we find evidence of a trend towards increasing emphasis on reasoning relative
to knowledge in primary school curricula in Sweden. Turning to the demand

for skills, we show evidence of relative growth in occupations that place more



1.1. INTRODUCTION 17

emphasis on reasoning as opposed to knowledge. We view this evidence as
consistent with the mechanism underlying our estimated model.

Our analysis has some important limitations. A first limitation is that we
treat the skill demand portion of the model fairly abstractly and do not offer
a precise account of why some skills have become relatively more valuable in
the labor market over time, though we show some suggestive evidence based
on occupational characteristics. A second limitation is that our conclusions
require assumptions on unmeasured determinants of earnings and skills. We
specify and discuss these assumptions, their plausibility, and their importance
in more detail in the body of the paper, where we also discuss evidence on
sensitivity to departures from key assumptions. A third limitation is that we
focus on the labor market returns to skills and do not measure their nonmarket
returns, though we show that our conclusions are preserved if market and non-
market returns to skill move in proportion across cohorts. A final limitation
is that, due to the nature of the military enlistment data that we use, our main
analyses are limited to men only, though in an appendix we show results for
women in the survey sample.

The main contribution of this paper is to develop and apply an economic
model to quantify the role of labor market returns in determining cohort trends
in multidimensional cognitive skills. We are not aware of prior work that does
this. A large literature in economics studies the determinants and market value
of (possibly multidimensional) cognitive and non-cognitive skills (see, for ex-
ample, the review by Sanders and Taber, 2012 and recent papers by Roys and
Taber, 2020| and Agostinelli and Wiswall, [2020). Our analysis of the market
for skills is closely related to the work of Katz and Murphy (1992) and the large
literature that follows (see, e.g., Deming, 2017| and the review by Acemoglu
and Autor, 2011), but differs in focusing on explaining trends across cohorts
(rather than time periods) and in offering an explicit quantitative model of the
supply of (rather than demand for) skills. As we do, Heckman et al. (1998)
develop a general-equilibrium model of the supply and demand for skill. Their
model is richer than ours in its treatment of labor demand but does not incor-

porate multiple dimensions of skillE]

50ur model of the supply of skill, which focuses on cohort-level trends, is more stylized
than in work that focuses on the skill formation process itself (see, e.g., Cunha et al.,2006,2010;
Doepke et al., [2019). In particular, unlike much of the work reviewed in, e.g., Heckman and
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A large literature in cognitive science (reviewed, for example, in Pietschnig
& Voracek, 2015) studies causes of trends in various measures of ability or
intelligence. Although some work in this literature considers the possibility
that social demands affect the development of skills, we are not aware of work
in this literature that quantifies trends in the economic returns to different types
of skills, or that uses an estimated model to link trends in skills to trends in their
returnsF_’-] We are also not aware of prior work that quantifies long-term trends
in parents’ and schools’ emphasis on reasoning vs. knowledge[]

An additional contribution of this paper is to document trends in the rela-
tive labor market returns to different dimensions of cognitive skill. Much prior
work in economics and other fields studies trends in the level of and returns
to skillsﬂ including some work using linked administrative data from else-
where in Europeﬂ as well as some work using the same data from Sweden that
we usem Ronnlund et al. (2013) report trends in test scores in Sweden from
1970-1993. Lindqvist and Vestman (2011) study the labor market return to
cognitive and non-cognitive skills in Sweden. Especially related, Edin et al.

(2022) estimate trends in the returns to cognitive and non-cognitive skills in

Mosso (2014])), we treat the skill investment decision as static and do not model the dynamics of
skill formation during childhood.

Dickens and Flynn (2001) specify and simulate a quantitative model in which genetic
endowments and environmental factors interact to produce measured intelligence. They discuss
the role of occupational demands in driving cohort differences in skills, but do not incorporate
labor market returns into their quantitative model, and do not estimate the model’s parameters.
Flynn (2018} p. 79) notes that “When society asks us to increase our use of any skill over time,
the brain responds,” and cites research by Maguire et al. (2006) on the effect of occupational
demands on brain structure in the context of London taxi and bus drivers.

7Okagaki and Sternberg (1993) study group differences in parents’ conceptions of intelli-
gence. Bietenbeck (2014) studies the effects on reasoning and knowledge skills of traditional
and modern teaching practices. Cunha et al. (forthcoming)) , among others, study the relation-
ship between parents’ beliefs about the technology of skill formation and parents’ investments
in children’s skills.

8For example, Castex and Dechter (2014) use survey data to document falling returns to
cognitive skills as measured by Armed Forces Qualification Test scores in the US between the
1980s and 2000s.

9For example, Jokela et al. (2017) document cohort trends in personality traits using scores
from military conscripts in Finland, and argue based on estimated labor market returns that the
economic significance of cohort trends in personality traits is similar to that of cohort trends in
cognitive abilities. Markussen and Rged (2020, Section 4.2) document declining labor market
returns to men’s cognitive skills using test scores from enrollment in military service in Norway.

10These data have also been used to study, among other topics, the effect of schooling on
measured skills Carlsson et al. (2015) and the effect of officer training on occupational outcomes
later in life (Gronqvist & Lindqvist, 2016).



1.2. MODEL 19

Sweden. None of these papers documents trends in the relative lifetime labor
market returns to different dimensions of cognitive skill, or quantifies the role
of labor market returns in driving cohort trends in skill levels in a model with
multidimensional skills[™]

The remainder of the paper is organized as follows. Section [I.2] presents
our model and approach to identification. Section describes the data we
use. Section [I.4] presents our main findings. Section [I.5]discusses additional
evidence related to the mechanisms in the model. Section extends our

analysis to incorporate non-cognitive skills. Section[I.7]concludes.

1.2 Model

1.2.1 Production and Earnings

There is a finite population of workers i € N, each of which is associated with
acohort ¢ (i) € {c, ...,¢}. Each worker is characterized by a skill level x; € RZ,
forJ > 2. B

In each time period ¢, each worker i has an experience level a (i,#) =t —
¢ (i) and supplies efficiency units z;; € R>¢, where z;; > 0ifa(i,7) € {1,...,A}
and z;; = 0 otherwise. Thus, members of cohort ¢ enter the labor force in period
c+ 1 and exit the labor force after period ¢ + A, and we identify the cohort ¢
with the period immediately before workers in the cohort enter the labor force.

Let X, be the J x A matrix whose a'" column is given by the sum of z;Xx;
over all workers i with experience level a(i,#) = a. This matrix collects the
total supply of skill in period ¢ for each dimension j and experience level a.
Let X, be the analogue of X; excluding worker i

jokela et al. (2017) document trends in the within-cohort rank correlation between three
different dimensions of cognitive skill and earnings at age 30 (Figure 2, panel B) or ages 30-34
(Figure S1, panel B), but do not report trends in lifetime labor market returns from a model of
earnings that accounts for multiple skill dimensions simultaneously. Lindquist (2005) models
trends in the demand for skill in Sweden arising from capital-skill complementarity.

12That is, the a”* column of X, is

Z Xy

{leN: a(l,t)=a}

and that of X,‘i is
2rX-

{teN\{i}: a(l,t)=a}
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Total output ¥; at time ¢ is given by
Y,=F (Xt)

where F; () is a scalar-valued differentiable function that may vary over time,
for example due to changes in production technology.

In each period ¢, a worker i earns his marginal product w;, which is given
by

wiy = F (Xt) -k (X;_l)

~ % VE, %
where VF, , is the gradient of F; (X,) at X; with respect to the a' column of X;.
We will assume that VFt/,a(i, nXi > 0 for all workers i in all periods ¢ of working
life. Motivated by a large-population setting, we will treat X, as fixed from the
perspective of any individual worker i.

Pick a period t of worker i’s working life, so that z; > 0, and rewrite the

earnings equation as
In(w;) ~1n(z;) +1In (Vﬂia(i’t)x,-) )

Now take a first-order approximation around the mean skill level x; ;) of

individuals who share worker i’s experience level at time ¢ to get

/

N v / VF;,a(i,t)
In(w;) ~1n(z;) +1n ( F;’a(i,[)xt,a(i,l)) + VF

Xi — Xt a(is)) 5
ta(i)Xta(it) ( ratic))

where we will again treat x; ,(; ») as fixed from the perspective of any individual

worker i. We can write the preceding as
In (wir) & Ba(is) + Py.a(inXi +1n (2i) (1.1)

where B, , is a scalar, p;, is a vector of skill premia, and both of these are
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specific to a time period and experience leveIEI

We will proceed taking equation to be exact. Although we have de-
rived (I.I) from a particular model of the labor market, any model in which
earnings take the form in will be equivalent for the purposes of our sub-
sequent analysis. Moreover, although for concreteness we refer to z;; as ef-
ficiency units, makes clear that z; captures any individual-and-period-
specific determinants of earnings that are not included in x;.

1.2.2 SKkill Investment

At the beginning of life, each worker i chooses his skills x; subject to the

constraints

\Y]

X

Se(iy (Xi — ;)

7}
Seti) (1.2)

IN

where y; € R’ is an individual skill endowment, S. € R~ is a cohort-specific
skill budget, and S, (-) is a cohort-specific transformation function.

We can think of x; — u; € RJZO as the skill investment of individual i, i.e.,
the increment in skills over and above the individual’s endowment p;. The
endowment y; represents cross-sectional differences within a cohort, say in
ability or access to schooling. The budget S. can be seen as representing the
total time and effort available for skill investment. The transformation func-
tion S, () may be thought of as governing the ease of skill investment and of
substituting investment across skill dimensions. The budget S, and the func-
tion S, () may differ across cohorts because of trends in the technology of skill
formation, say because of improvements in health or nutrition. Although for
simplicity we refer to the decision-maker as the worker, we may alternatively
think of the skill investment decision as being made by the worker’s parents,
or by a collective decision-making process involving the worker, his parents,

and the schooling systemE] Because we take the timing of entry into the labor

BSpecifically,

VFiq

Bra=n(VE Xa) ~ 1, = _Ylta
ta t.aXta Pta VF;,aXz,a

4For example, we may think of the skill budget S, as reflecting the sum of the effective
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market as given, we do not account for any foregone earnings due to time spent
acquiring skills.

Each worker consumes his earnings in each period and has time-separable
preferences with a felicity function given by the log of consumption. Each
worker discounts future felicity by a discount factor & € (0, 1]. At the time of
choosing the skill investment, worker i has full knowledge of the path of skill
premia over his lifecycle, {pc(,-)ﬂw }2:]. We further assume that worker i’s
skill investment does not influence the path of z;;.

It follows that the worker’s problem is equivalent to maximizing P’C(l.)xl-
subject to (1.2), where

2:1 50pc(i)+a,a

P.i=
0 a1 6

(1.3)
is the net present value of the skill premia p,.(;) 1, at different experience levels
a, normalized by the constant Y2_, §“ to have a convenient interpretation as a
weighted average. We refer to P, as the lifetime skill premia faced by cohort c.
Although we have assumed for concreteness that workers have full knowledge
of the path of skill premia, the linearity of equation (I.I]) in x; means that we
can alternatively allow for uncertainty in skill premia by replacing pe(j);q,q4 n
(L.3) with its expectation Likewise, although we have assumed that skills x;
are fixed throughout working life, it is possible to accommodate a linear, de-
terministic evolution of skills over the lifetime under a suitable reinterpretation
of Pe(i)aa in (L3

The worker’s problem is also equivalent to maximizing P/C(l.)i,' subject to

%; > 0 and S,(;) (X;) < S,(;), where &; = x; — ;. The solutions to this problem

time and effort available from the worker, his parents, and his teachers.

I5That is, taking E.[-] to be an expectation with respect to the information set of workers
in cohort ¢ at the time that skill investments are made, we can take the worker’s expected
discounted utility to be

Yam1 0“E(y [p (>+aa}

-

Zra:l 5(1
16Specifically, suppose that each worker enters working life with chosen skills X0 =
X;, which then evolve with experience according to X;, — X;4—1 = Ac(i) aXia—1 for a €

{1,..,A}, with A.q > —I; elementwise for all ¢c,a. Then we can take plc(l.)ﬂa =

!

Pi(i)taa [, <AC([) o+l j) where P (j) 4, are the (contemporaneous) premia to the worker’s
skills x; , at experience level a.
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depend only on the cohort ¢ (i) of the worker and not on the worker’s identity.
In this sense, within-cohort variation in skill levels arises only due to variation
in the individual skill endowment y;. We assume that y; has mean zero within
each cohort. This assumption is without loss of generality since we can always

define x; and y; relative to a cohort-specific mean endowmentE]

1.2.3 Parameterization and Identification

We will assume that the transformation function S, () takes the constant elas-

ticity form
Sc(%)=| Y KP'%0 (1.4)

where K, € RJ>0 is a vector-valued parameter that we may think of as describ-
ing the cost of increasing skill along each of the J dimensions for cohort ¢, and
p > 11is a scalar parameter that determines the substitutability of effort across
different skill dimensions.

Worker i’s problem has a unique solution, with X; = Xy if ¢ (i) = ¢ ().
Therefore write X, = X, (P.) as the optimal X; for all workers i in cohort c.
Here X, (-) is a skill supply function that returns the optimal skill investment
for members of cohort ¢ given the lifetime skill premia PCFEI We assume that
P. > 0O for all c.

Imagine an econometrician who has data { (P,, xc)} . and wishes to learn
the skill supply function X, (-). Focus on the first two dimensions, where we
may think of fluid intelligence as dimension j = 1 and crystallized intelligence

as dimension j = 2. Under the model, the relative supply of fluid intelligence

17To see this, start with an endowment fi; with mean fi, = ‘Z{i‘;l [}C‘}L" in cohort ¢, where [l

need not be zero. The problem of maximizing P/c(i)i,- subject to X; > f1; and Sy (%; — fl;) < fc(i)
is equivalent to the problem of maximizing P/C(i)xi subject to (I.2) where x; = X; — /.‘lc(i) and

W= — [lc([). Here p; has mean zero within each cohort by construction.
18Specifically, for each skill j € {1,...,J}, we have

1
PTK! _
%ej(Pe) = e Se.

1
Jo prig—1)’
(Z’ IPCPJ c‘>
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m(fe) = L (B g (R (1.5)
Xe2 p—1 P Ko

obeys

A standard difficulty in learning the elasticity of substitution ﬁ is that the
unobserved costs K, may affect both skill investments (via the workers’ in-
centives) and skill premia (via the labor market). We assume that, on average,

there is no trend in the relative costs of the two skill dimensions.

Assumption 1.1. (Zero average relative supply shock.) We assume that

L i (B} o (K)] g
c—c/= Ketv12 Ko '

Under Assumption long-run improvements in the technology for produc-

ing skills are not systematically biased towards either fluid or crystallized in-
telligence.
Assumption|l1.1|is sufficient for the identification of X, (-) under a regular-

ity condition on P,.

Proposition 1.1. Under Assumptionu if % %, then the skill supply func-
tion X, (+) for each cohort c is identified from data { (P, %.)} .

c=c’

All proofs are in Appendix [I.A] The proof of Proposition [I.T]is constructive.
Under Assumption [I.T} an explicit expression for p can be derived using equa-
tion (T.3]). We can then learn the costs K, and budget S, up to suitable normal-
izations. The required regularity condition on P, can in principle be checked
in the data. Appendix presents conditions for the identification of X, (-) in
the presence of a social multiplier in skill investment in the spirit of Dickens
and Flynn (2001} equation 2”).

Proposition [I.1] requires that the econometrician knows P.. This require-

ment can be relaxed to require only that P, is known up to scale.

Corollary 1.1. Under the conditions of Proposition the skill supply func-
tion X, (-) for each cohort c is identified from data {(oP., %)}

c—c» Where the

scalar o > 0 may be unknown.

Corollary [I.1]allows the econometrician to understate or overstate the lifetime

skill premia, provided the error is proportional across dimensions j and the
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constant of proportionality does not differ across cohorts. An immediate im-
plication is that if there are non-market returns to skill that evolve in proportion
to market returns—say, because skills earn a premium on the marriage market
only to the extent they improve a person’s earning potential—then measure-
ment of market returns is sufficient for identification of the skill supply func-
tion.

What remains is to establish conditions for the identification of X, and P,.
Recall that we assume that y; has mean zero within each cohort, implying that
X, = X, for X, the mean skill of individuals in cohort ¢. Identification of X,
from the distribution of x; is therefore trivial.

Recall also that P, is the net present value of cohort-and-period-specific
skill premia p; , = prs—.. We identify p;,_., up to scale, from a Mincerian
regression of the log of earnings on measured skills. To do this, we restrict
the relationship between the unobserved determinants of earnings z; and skill
endowments [;, allowing that the econometrician may also observe a vector of

covariates d;;.

Assumption 1.2. The values of zj; in each period t obey

E(In(zs) | =ty di =4, c(i) =¢) = § e+ apy,_cft+d Brye

where ;. and Py ;—. are unknown parameters, and the scalar & > 0 may

also be unknown.

Assumption [I.2] allows that the unobserved determinants of earnings are lin-
early related both to the observed covariates d;; and to the market value of the
skill endowment pé,_c M;. Such a relationship can arise if the market supplies
inputs complementary to the worker’s endowmentp;ql

Assumption [I.2]is sufficient to identify the cohort-and-period-specific skill

premia p;; ., and hence the lifetime skill premia P, up to scale, from the

19Suppose, for example, that the efficiency units z; of worker i at time ¢ are given by z; =
ZitZy a(iy) where Z; > 1 is the amount of some input and z, , = (VI’,’_Q)(,JI)’1 is a scale factor
that ensures that mean earnings in each period and experience level are unity if the minimum
input is always supplied. Say that the input for worker i at time ¢ is supplied competitively,
with marginal product )Vlft"a(i_ oM given by the effect of an increase in Z;; on total output
from the worker’s skill endowment, and marginal cost &' (In (Z;;) — 1;/) for 1;; a shock. From
equating marginal product and marginal cost, it follows that

gI,a(i,t

In(Z;) = &p;,tfc”i + Nir
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conditional expectation function of the log of earnings.

Proposition 1.2. Under Assumption for some scalar o > 0, a multiple
aP. of the lifetime skill premia for each cohort c is identified from the condi-

tional expectation function of the log of earnings,
E(ll’l (Wit) |Xi =X, dit = d, C(l) = C),

for each time periodt € {c+1,...,c+A}.

Importantly, Proposition does not require that all determinants of earnings
are observed, or that unobserved determinants of earnings are independent of
skills. Instead, Proposition [I.2]requires that unobserved determinants of earn-
ings are related to the skill endowment only through its market value, with a
coefficient that does not vary across cohorts or periods. Appendix [I.D|presents
alternative conditions for identification of P, up to scale when skills are mea-
sured with error.

Although we identify P. only up to an unknown multiple & > 0, going
forward we will for simplicity write as if &« = 1. Moreover, although for con-
creteness Assumption [[.2] requires that & > 0, and hence that a regression of
the log of earnings on skills will tend to overstate skill premia, the proofs of
Corollary and Proposition [I.2| make clear that & # —1 is sufficient.

1.2.4 Discussion

Assumption [I.1]is violated if long-run improvements in skill production tech-
nology favor one skill dimension over the other. Testing this assumption is
difficult because it imposes a restriction only on those changes in relative skill

levels that would have occurred in the absence of changes in relative skill pre-

mia

and therefore that Assumption [I.2]holds if
EMilwi=u, diy =d, c(i)=c) = gt,tfc +dlﬁt,t7c

in each period ¢ for some 5,7,,0.
20Following the proof of Proposition any data {(P¢, %)}

c=c
all ¢, with sgn ( In (;ﬁ;}f )) = sgn <ln (i’lﬁﬁ? )) # 0, are compatible with our model and with
Assumption ) )

such that P., X, > 0 for
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However, it is possible to obtain some clues about the plausibility of this
assumption from prior research in cognitive science and economics. Improve-
ments in schooling are one potentially important cause of changes in skill pro-
duction technology. Pietschnig and Voracek (2015] Table 2) argue that higher
levels of education are linked especially to greater crystallized intelligenceE]
Improvements in health and nutrition are another potentially important cause
of changes in skill production technology. Pietschnig and Voracek (2015| Ta-
ble 2) argue that some factors in this category (e.g., blood lead levels) do not
affect fluid and crystallized intelligence differently, but that some (e.g., nutri-
tion) have larger effects on fluid than crystallized intelligenceEZI Other changes
that may have improved skill production technology include increased avail-
ability of personal technology (e.g., video games) and a reduction in disease
burden (Pietschnig & Voracek, 2015, Table 2)

Thus there are factors that favor crystallized intelligence, factors that fa-
vor fluid intelligence, and factors that do not favor one or the other. We may
think of Assumption [I.1]as describing a situation where the opposing factors
wash out. To the extent that they do not, and that changes in skill production
technology favor crystallized intelligence, we expect to understate the role of
labor market returns in explaining trends in skills. To the extent that changes
instead favor fluid intelligence, we expect to overstate the role of labor market
returns 2]

In our empirical analysis, we explore the sensitivity of our findings to de-
partures from Assumption |1.1| and to accounting for measurable changes in

schooling and health occurring at or before the ages at which we measure

21Cliffordson and Gustafsson (2008) and Carlsson et al. (2015) document stronger effects
of schooling on crystallized than fluid intelligence using data from the same military enlistment
battery that we study.

221 a review of the literature, Lam and Lawlis (2017) identify randomized trials showing
evidence of effects of micronutrient interventions on both fluid and crystallized intelligence,
though with larger effect sizes for fluid intelligence. See also Lynn (2009, pp. 253-254).

23Pietschnig and Voracek (2015 pp. 290-291) note that increased access to technology may
have improved fluid more than crystallized intelligence, but also that gains in fluid intelligence
have been observed in countries and time periods with lower levels of access to modern technol-
ogy (see also Baker et al.,|2015] p. 146). Simons et al. (2016) argue that there is limited evidence
of effects of interventions such as video game playing on broader cognitive performance.

24Say that % > %. If ﬁzﬁ;& [ln <1,§:i;) —In (%)] > 0, then our construction will

- S 1 1 ye—1 Key1 K.
understate the elasticity of substitution T If = Zc:g {ln ( le) —1In (K—Ezﬂ < 0, then our

construction will overstate it.
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skills. We also study skills measured at various ages and therefore at different
points in a person’s schooling.

Assumption [I.2] is violated if there are unmeasured factors that directly
affect earnings and whose correlation with a person’s skill endowment is not
proportional to the endowment’s market value. In our empirical analysis, we
explore the sensitivity of our findings to including proxies for candidate factors

in the covariate set d;;.

1.3 Data

1.3.1 Linked Data on Test Scores and Earnings

Our main analysis uses data on scores from tests administered at military en-

listment, typically at age 18 or 19, for the near-population of Swedish men

born between 1962 and 1975 and who enlisted between 1980 and 1993 (War

Archives, 2016). Across all cohorts, these men took identical tests that were

part of a group of tests called Enlistment Battery 80. Carlstedt (2000), R6nnlund
et al. (2013)), and Gyllenram et al. (2015) describe the tests in more detail.

To extend our analysis to a broader set of birth cohorts and earlier testing
ages, we also use data on scores from tests administered, typically at age 13, as
part of the Evaluation Through Follow-up, a large survey of Swedish families
(Hérngvist, [2000). These data cover around 10 percent of the birth cohorts
1948, 1953, 1967, 1972, and 1977. Hirnqvist (2000) and Svensson (2011)
describe the tests, which were unchanged across the cohorts, and the survey in
more detailE] We focus on males to parallel the military enlistment sample.
Appendix presents supplementary findings for females.

Both data sources include tests for logical reasoning and vocabulary knowl-
edge. In the enlistment data, the logical reasoning test consisted of drawing
correct conclusions based on statements that are made complex by distracting
negations or conditional clauses and numerical operations (Carlstedt & Mard-
berg,|1993; Gyllenram et al., 2015). The vocabulary knowledge test consisted
of correctly identifying synonyms to a set of words (Gyllenram et al., 2015)).

ZExtensions of our analysis in Appendixinclude data for birth cohorts 1982 and 1992,
for which we can measure skill levels but have more limited information on earnings. The test
administered to the 1982 and 1992 cohorts differs slightly from the test administered to earlier
cohorts in aspects such as the order of possible answers.
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In the survey data, the logical reasoning test consisted of guessing the next in
a sequence of numbers, and the vocabulary knowledge test consisted of rec-
ognizing antonyms (Svensson, 2011} Chapter 1). In both data sources, we ob-
serve the number of questions (out of a total of 40) that each person answered
correctly on each test/]

We treat performance on the logical reasoning test as our main measure of
fluid intelligence (j = 1). We treat performance on the vocabulary knowledge
test as our main measure of crystallized intelligence (j = 2). Pietschnig and
Voracek (2015, Table 1) list guessing the next number in a sequence as an
example of a task that measures fluid intelligence, and a vocabulary test as an
example of a task that measures crystallized intelligence

Enlistees were assigned to military positions in part based on a compos-
ite cognitive score that depended on the logical reasoning test, the vocabulary
knowledge test, and other tests (Gronqvist & Lindqvist, 2016}, pp. 873-874,
877, 880). We are not aware of any incentives attached to the individual cog-
nitive test components (e.g., logical reasoning, vocabulary knowledge), as op-
posed to the composite cognitive score, or any reason why incentives to per-
form well on the tests would have differed by birth cohort. The test questions
are classified so could not be practiced in advance, and the exact mapping from
individual cognitive test components to the composite cognitive score was not
publicly known at the time of the tests. We are not aware of any incentives
attached to performance on the survey tests, which are not publicly available.

We include in our analysis only those individuals for whom we observe
valid logical reasoning and vocabulary knowledge scores. For each data source
and each dimension j, we let x;; denote the percentile rank of individual i’s

score within the distribution of scores of those born in 1967F_g] The skill vector

20Both data sources also include a test of spatial reasoning, which we use in sensitivity
analysis. Appendix Figure shows trends in the level of and premium for technical skills,
which are measured in the military enlistment data but not in the survey data. Appendix Figure
[L:2) shows trends in the levels of and premia for skills in the military enlistment data for men
born between 1954 and 1961, for which the format of the tests was different (War Archives,
2016).

2/ Carroll (1993) lists induction and sequential reasoning as two of the three factors most
frequently associated with fluid intelligence, and verbal ability as the factor most frequently
associated with crystallized intelligence, in a tabulation based on a hierarchical factor analysis
(pp- 598-899; see also Flanagan and Dixon, |2014).

ZSpecifically, x; ; 1s equal to the average rank of sample individuals born in 1967 who have
the same score as individual i on dimension j, multiplied by 100, divided by the number of
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x; = (xj1,X;2) then measures the performance of individual i on each dimension
j relative to the set of individuals born in 1967. Appendix Table [1.4|shows the
number of individuals in each birth cohort for each data source.

We join both sources of test scores to information on labor market earnings
for the universe of Swedish residents from the Income and Tax Register for the
years 1968—2018@ For each individual i in each year ¢, we let w;, be the total
gross labor market earnings.

Portions of our analysis use additional variables. From the enlistment data
(War Archives, 2016), we obtain the date on which an individual took the
enlistment testsPE] the individual’s height and weight as of enlistment, and a
measure of non-cognitive skill that follows a standardized distribution’'| From
other sources we obtain administrative data on each individual’s employment
history (Statistics Sweden, 2020b}, [2021)) , foreign-born status (Statistics Swe-
den, |2014a), secondary schooling completion (Statistics Sweden, 2014c), re-
gion of birth (Statistics Sweden, 2021)), family relations (Statistics Sweden,
2014a)), and parental labor market earnings (Statistics Sweden, [2014b, 2021).

Appendix Table [I.T] presents sensitivity analyses with respect to many of
the choices we have made in constructing the sample and variables for our
analysis, including varying the set of included cohorts, measuring an individ-
ual’s skill with the percent of the maximum possible score rather than with
the percentile rank, combining logical and spatial reasoning skills into a sin-
gle composite measure of fluid intelligence, and including business income in
the measure of earnings. We summarize the quantitative implications of these
choices in Section

sample individuals born in 1967, and centered by adding a constant so that x;; has an average
value of 50 among those born in 1967.

29Data on labor market earnings for 1990-2018 are from Statistics Sweden (2021), where
we define gross labor market earnings using the concept described in Statistics Sweden (2016a,
pp. 137-138). Data for 1968—1989 are from Statistics Sweden (2014b), where we approximate
the concept described in Statistics Sweden (20164, pp. 137-138) using the available data fields.
For sensitivity analysis we also obtain data on business income for 1990-2018 from Statis-
tics Sweden (2021). We define a total income measure combining labor market earnings and
business income using the concept described in Statistics Sweden (2016al pp. 141-142).

30We match information on enlistment test date to our other data using information on parish
of residence from Statistics Sweden (2016b).

31Non—cognitive skill is evaluated based on an interview and scored on a Stanine (1-9) scale.
Lindqvist and Vestman (2011} pp. 107-109 and Appendix F) and Edin et al. (2022| p. 6) describe
the measure in more detail.
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1.3.2 Original Survey of Parents’ Perceptions

We conducted an original survey to assess the importance that parents place
on different types of skills. We hosted the survey on a Stockholm University
survey platform. We recruited participants via Facebook ads from October
17 through October 24, 2020. During this time, 1,199 respondents began the
survey and 983 completed it. We asked each respondent their own year of
birth as well as the range of birth years of their children, if any. We include in
our analysis the 716 respondents who reported that their first child was born at
least 16 years after their own birth year.

We asked these respondents the following question:

As a parent, how much do you encourage (or did you encourage)

your children to develop the qualities below while growing up?
To be able to think critically and solve problems logically.
To be able to remember facts, such as the definitions of diffi-

cult words.

We intended the first quality to approximate the concept of fluid intelligence
and the second to approximate the concept of crystallized intelligence. We
also asked respondents about the importance of each quality in today’s society,
how much their own parents emphasized each quality, and how much their own
primary school emphasized each quality. There were five possible answers
ranging from “Not at all” to “Very much,” and we classified each response
according to whether the person rated the first quality as more important, the
second quality as more important, or neither.

Appendix Figure [I.3] gives screenshots of the consent form and survey
form. Appendix Figure |1.4] shows the distribution of year of birth, and year
of birth of first child, among the respondents in our sample.

1.4 Results

1.4.1 Trends in SKkills and Skill Premia

We let ¢ (i) be the year that worker i turns 29 and we let A = 26, so that the
working life is from ages 30 through 55. Appendix Figure[I.5|shows that full-

time work tends to be highest during these years.
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We estimate the parameter p; , in equation (I.I) by ordinary least squares
regression of the log of labor market earnings In(w;) on the vector of per-
centile ranks x;, separately for each worker experience level (age) a and for
each year r for which we measure earnings, excluding men with zero earnings.
This yields an estimate of p.44, for each c,a such that c4+a < T, for T the
most recent year of earnings data available. Appendix Figure[I.6]illustrates the
fit of the regression model for three example cohorts at three different ages.

To estimate P4, for c,a such that c+a > T, we take the average estimate
for the given cohort ¢ for all ages a > 10 for which a regression estimate of
Petaa is available. Appendix Figure [I.7]illustrates this extrapolation for three
example cohorts.

We plug the resulting estimates of p.4, into equation (I.3)), along with
the value 0 = 0.96, to get an estimate of the lifetime skill premia P, for the
cohorts ¢ € {c,...,c}. We obtain standard errors for P, via a nonparametric
bootstrap in which we sample individuals i with replacement.

Figure [I.T] depicts the average skill levels X. and the estimated lifetime
skill premia P, across cohorts in the enlistment data along with their 95 percent
pointwise confidence intervals and uniform confidence bands. For convenience
we label cohorts with their birth year, i.e., ¢ —29. Figure[I.T]also depicts the
lines of best fit through the plotted series.

Panel |A| of Figure shows that logical reasoning skill rose, on average,
by 4.4 percentile points, relative to the 1967 distribution, across the birth co-
horts from 1962 to 1975. By contrast, vocabulary knowledge skill fell, on
average, by 2.9 percentile points. Appendix Figure [I.§] depicts the cumulative
distribution functions of skills in the 1962 and 1975 cohorts. Appendix Figure
[1.9] compares trends in skill in our data to those measured in other countries.

Panel [B| of Figure |1.1]| shows that the lifetime skill premium fell for both
logical reasoning and vocabulary knowledge. The line of best fit indicates that
the lifetime premium for a percentile point of logical reasoning skill fell from
0.48 to 0.40 log points across the birth cohorts from 1962 to 1975, and the life-
time premium for a percentile point of vocabulary knowledge fell from 0.16 to
0.09 log points. Thus, the lifetime premium for both skill dimensions fell, with

a proportionately much greater decline for vocabulary knowledgePZ] Appendix

32Prior work finding evidence of declining returns to cognitive skill includes Castex and
Dechter (2014) for the US, Markussen and Rged (2020) for Norway, and Edin et al. (2022)) for
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Figure [I.10] depicts estimated lifetime skill premia based on a generalization
of equation that allows interactions between the skill dimensions.

Panel [A] of Figure [1.2] depicts the evolution of the relative skill levels
In (%) and of the relative lifetime skill premia In (%
mensions. The plot shows that both objects tend to increase with later birth

) across the two di-

cohorts and are fairly close to the line of best fit, evoking a movement along a
relative linear supply curve as in equation (I.5). Figure[I.3|shows that a similar
qualitative pattern obtains in our survey sample, which is smaller and for which
estimates tend to be less precise. Appendix Figure[I.T1]depicts the underlying
estimates of skill levels and lifetime skill premia for men in the survey sample.
Appendix Figure [I.12]depicts the evolution of relative skill levels and relative
lifetime skill premia for women in the survey sample. Appendix Figure [T.13]
depicts the evolution of relative skill levels and relative lifetime skill premia in
the enlistment sample by region of birth.

Under the conditions in Appendix [I.D] our approach to identification and
estimation of relative skill premia remains valid even in the presence of mea-
surement error in skills. As an alternative exploration of the role of measure-
ment error, requiring different assumptions from those in Appendix Panel
A of Appendix Table[I.5|shows estimates of the trend in skill premia computed
using the individuals present in both the enlistment and survey data, instru-
menting for skills measured at enlistment with skills measured in the survey.
The sample is small and the instrumental variables estimates are imprecise.
The confidence intervals on the estimated trends include zero and also include
the slope of the linear fit from Panel[B|of Figure[I.T] Relative to the slope of the
linear fit from Panel |B| of Figure (1.1} instrumental variables estimates tend to
show growth in the premium to logical reasoning and more rapid decline in the
premium to vocabulary knowledge, suggesting even stronger trends in labor-
market incentives to invest in logical reasoning at the expense of vocabulary
knowledge than in our baseline calculations. Panel B of Appendix Table
reports small and statistically insignificant trends in the correlation between
skills measured in the survey data and those measured in the enlistment data.

Appendix Table [I.1] presents sensitivity analyses with respect to many of

the choices we have made in constructing the sample and variables for our anal-

Sweden.
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Figure 1.1: Trends in Skills and Skill Premia across Birth Cohorts 1962-1975,
Military Enlistment Sample

Notes. Data are from the military enlistment sample covering birth cohorts 1962-1975, with
tests typically taken at age 18 or 19. Panel [A] depicts the average skill X, for each birth cohort
c. Skills are expressed as a percentile of the distribution for the 1967 birth cohort. Panel
depicts the estimated lifetime skill premia P, for each birth cohort, constructed as described in
Section[I.4.1] Each plot depicts both 95 percent pointwise confidence intervals (inner intervals,
marked by dashes) and 95 percent uniform confidence bands (outer intervals, marked by line
segments). Pointwise confidence intervals are based on standard errors from a nonparametric
bootstrap with 50 replicates. Uniform confidence bands are computed as sup-t bands following
Montiel Olea and Plagborg-Mgller (2019). Each plot depicts the line of best fit through the
estimated points.
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Panel A: Relative Skill Levels and Relative Skill Premia
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Figure 1.2: Evolution of Relative Skill Levels and Relative Skill Premia, Mili-
tary Enlistment Sample

Notes. Data are from the military enlistment sample covering birth cohorts 1962-1975, with tests typically
taken at age 18 or 19. Panel E shows a scatterplot of the natural logarithm of the relative average skill
.

levels, In ( ), against the natural logarithm of the relative estimated lifetime skill premia, In (%) The

dashed line depicts the line of best fit. Panel |E shows a scatterplot of the natural logarithm of the relative
Xel

average skill levels, In (}‘2 ) , against the natural logarithm of the relative estimated lifetime skill premia,

In (%), based on the linearized skill premia depicted in Panelof Figure The solid line shows the

relative skill supply function estimated for the 1962 birth cohort, i.e., the relationship between In (? i 8:;;

and In (f}—;). The slope of the solid line is equal to the estimated elasticity of substitution ﬁ. Panel
shows a scatterplot of the difference between average skill levels, X.; — X, against the difference between
estimated lifetime skill premia, P.; — P, based on the linearized skill premia depicted in Panel@of Figure

E The ratio of the x-axis range to the x-axis value for the 1962 birth cohort is equal to the analogous ratio
in Panel [B]
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log(Relative average skill levels)
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Figure 1.3: Evolution of Relative Skill Levels and Relative Skill Premia, Survey
Sample

Notes. Data are from the survey sample covering birth cohorts 1948, 1953, 1967, 1972, and
1977, with tests typically taken at age 13. The plot shows a scatterplot of the natural logarithm of

Xl

= ), against the natural logarithm of the relative estimated

the relative average skill levels, In <
lifetime skill premia, In (%) . The dashed line depicts the line of best fit.

ysis, including altering the assumed ages of working life, restricting to work-
ers who are employed year-round in a typical year, averaging over a shorter or
longer span of ages to extrapolate premia to working years we do not observe
in the data, and varying the assumed value of 6. We summarize the quantitative

implications of these choices in Section[1.4.2]

1.4.2 Model Estimates and Counterfactuals

We estimate the skill supply function X, () for each cohort in the enlistment
sample following the construction in the proof of Proposition [I.I] We take
J = 2. We take the average skill X, in each cohort as our estimate of X.. We
take the linear fit in Panel [B] of Figure[I.I]as our estimate of the lifetime skill
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premia PCFE] We may think of the linear fit either as a way of smoothing
the sampling variation in the data, or as a way of approximating the forward-
looking expectations of workers at the time the skill investment decision is
made. Panel A of Table|l.1|reports estimates of key parameters.
Figure[I.4]shows the evolution of logical reasoning and vocabulary knowl-
edge skill in the data and in the counterfactual scenario in which the lifetime
skill premia P, remain constant at their initial level P.. In the counterfactual
scenario, logical reasoning skill increases by 2.8 percentile points instead of
4.4 as in the actual data. Vocabulary knowledge skill increases by 3.0 per-
centile points rather than falling by 2.9 percentile points. In this sense, ac-
cording to the model, changes in the lifetime skill premia P, account for 36.8
percent of the increase in logical reasoning skill (with a standard error of 1.7
percent), and for more than the entire decline in vocabulary knowledge skill.
To unpack the findings in Figure[T.4] begin with estimation of the elasticity
of substitution ﬁ. Under Assumption all long-term change in relative
skill levels across cohorts must be due to change in relative skill premia. In
particular, the elasticity of substitution ﬁ can be estimated as the ratio of
the long-term change in relative skill levels to the long-term change in relative
skill premia. Panel [B]of Figure[I.2]illustrates by plotting the log of the relative
estimated average skill level In (%) against the log of the relative estimated

(linearized) skill premia In (%). Under Assumption the linear relative
igl(')
% (')
the 1962 birth cohort must pass through the points on the scatterplot for both
the 1962 and 1975 birth cohorts. This implies an elasticity of substitution of
ﬁ = 0.383, which is in turn the slope of the line In (;igg) depicted on the
plot.

supply curve In ( ) defined by the estimated skill supply function X, (-) for

Next, consider estimation of the remaining parameters of the skill supply
function X, (-). Given the data, under any elasticity of substitution less than
0.97, the model implies that changes in relative premia alone are too small to
explain the large increase in logical reasoning skill. We can therefore infer
an upward shift in the first dimension of the skill supply function % () across

cohorts, i.e., growth in logical reasoning skill beyond what can be explained by

33 Consistent with the regularity condition in Proposition based on the linear fit we reject

the null hypothesis that In (%) =In (%) at conventional significance levels (p = 0.0006).
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Table 1.1: Summary of data and model implications

Panel A: Baseline
Logical reasoning ~ Vocabulary knowledge

Initial lifetime skill premium, 1962 0.0048 0.0016
P; (0.0001) (0.0001)
Change in lifetime skill premium, 1962-1975 -0.0008 -0.0007
Pej—Pj (0.0001) (0.0001)
Initial average skill rank, 1962 47.88 50.72
Xej (0.14) (0.13)
Change in average skill rank 1962-1975 443 -2.92
Xej —X¢j (0.22) 0.21)
Under estimated model:

Change in average skill rank, 1962—1975 at initial skill premia 2.80 297

%o (Pe) — % (P) (0.21) (0.22)

Share of observed change explained by change in skill premia 0.3681 2.0151

| _ TP (P) (0.0175) (0.1483)

Foj—Xej

Substitution parameter 3.61

P (0.76)

[Implied elasticity of substitution ﬁ] [0.3830]

Panel B: Accounting for Non-Cognitive Skills
Logical reasoning ~ Vocabulary knowledge

Initial lifetime skill premium, 1962 0.0037 0.0009
Pej (0.0001) (0.0001)
Change in lifetime skill premium, 1962-1975 -0.0009 -0.0006
Pej—Pj (0.0001) (0.0001)
Initial average skill rank, 1962 47.88 50.72
Xej (0.14) (0.13)
Change in average skill rank 1962-1975 4.43 -2.92
Xej —Xcj (0.22) (0.21)
Under estimated model:

Change in average skill rank, 1962-1975 at initial skill premia 3.27 3.46

Foj (Pei%err1) —Fej (PorXest1:) 0.22) 0.24)

Share of observed change explained by change in skill premia 0.2617 2.1860

| aPepi) i (P 1) (0.0206) (0.1636)

Aej—Xej

Substitution parameter 5.72

P (1.65)

[Implied elasticity of substitution p%l] [0.2120]

Notes. Data are from the military enlistment sample covering birth cohorts 1962-1975. Standard errors
in parentheses are obtained via a nonparametric bootstrap with 50 replicates. In Panel A, estimates of
X. and P, follow Fig with the linear fit used as our estimate of P.. Estimates of X () follow the

¢ - .
c—c- Take X, as our estimate of

proof of Proposition The unknown parameters are p and {KC,SC}

X.. Then estimate the elasticity of substitution ﬁ following equation . Next, estimate the relative

cost parameters 11% in each cohort ¢ following equation l) From the normalization used in the proof

of Proposition estimate K, following equation |b from which estimate K., using the ratio %
Finally, estimate the skill budget S.. following equation (1.4). In Panel B, estimates follow Section with
L =2 and J = 3. We estimate P ;.;, from earnings regressions that control for a standardized measure of

non-cognitive skill, excluding from the sample any worker missing information on non-cognitive skill. The
rest of the analysis follows similarly to Panel A, following the logic in the proof of Proposition[T.3]
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changes in premia alone. And, given Assumption[I.1] the model implies that
there must also have been an upward shift in the second dimension of the skill
supply function %, (-) across cohorts, i.e., that vocabulary knowledge would
have risen absent changes in skill premia.

Following the constant elasticity form of the transformation function in
equation and the log-linear form of the relative supply function in equa-
tion (I.5)), our discussion has focused on ratios of skill premia rather than on
their differences. It seems likely that a model focusing instead on differences
in premia would imply a different conclusion regarding the role of changes in
premia in explaining cohort trends in skill levels. To illustrate why, Panel [C]
of Figure [I.2] presents an analogue of the scatterplot in Panel [B] of Figure [I.2]
but replacing log ratios of skill levels and skill premia with their differences.
Panel [C| of Figure[I.2]shows that the difference in premia between logical rea-
soning and vocabulary knowledge did not rise across successive cohorts in the
way that Panel B of Figure [I.2] shows that the ratio of premia did. Following
Figure [I.1] we find it intuitive that as the premium to vocabulary knowledge
fell to a very low level while the premium to logical reasoning skill remained
nontrivial, individuals would substitute effort away from vocabulary knowl-
edge, as implied by the constant elasticity form of the transformation function
in equation (1.4).

Appendix Table(l.1|presents sensitivity analysis with respect to choices we
have made in constructing the sample and variables for our analysis. Rows[(b)]
and[(c)| concern the set of birth cohorts we include. Rows [(d)] and [(€)] concern
the measurement of skills x;. Row @] concerns the measurement of earnings
wjr. Rows through (1) concern the experience levels a and individuals i
included in the analysis. Rows [(j)| through concern the construction of
estimates of lifetime skill premia P. from estimates of period-specific pre-
mia Peyqq. Rows and @] concern the smoothing of the estimated lifetime
skill premia P.. Across these different sensitivity analyses, we estimate that
changes in lifetime skill premia account for between 29.4 and 46.5 percent of
the increase in logical reasoning skill, which can be compared to our base-
line estimate of 36.8 percent. Appendix Figure [I.14]extends our analysis to a
larger set of cohorts, and to women, using the survey sample. We estimate that
changes in lifetime skill premia account for a larger share of the increase in

logical reasoning skill than in our baseline estimate, though the estimates from
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Figure 1.4: Decomposition of Change in Average Skill Level, Military Enlist-
ment Sample

Notes. Data are from the military enlistment sample covering birth cohorts 1962—1975, with tests typically
taken at age 18 or 19. Each plot depicts the average skill X, for each birth cohort ¢ (“Actual”) and the
predicted average skill X. (Pg) under the counterfactual in which lifetime skill premia remain at the level
estimated for the 1962 birth cohort (““Skill premia fixed at initial levels™). Skills are expressed as a percentile
of the distribution for the 1967 birth cohort.
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the survey sample are less precise than our baseline estimate.

1.4.3 Sensitivity to Assumption 1.1

Figure [I.5] shows how our conclusions change as we depart from Assumption
The upper plot is for logical reasoning skill and the lower plot is for vo-
cabulary knowledge. Each plot shows the relationship between the estimated
share of the change in the given skill dimension explained by changes in the
lifetime skill premia (y-axis) and the average relative shock to the supply of
skill (x-axis). We measure the shock as a fraction of the observed change in
relative skill levels. A positive shock implies that changes in skill-producing
technology favored fluid intelligence over crystallized intelligence, on average
across the cohorts that we study. A negative shock implies the reverse. A shock
of zero corresponds to the case in which Assumption[I.1]holds, and thus to the
estimates in Figure[I.4]and Panel A of Table[I.1]

A reader can use Figure to gauge the effect of a given departure from
Assumption [I.T]on our conclusions. Figure[I.5|thus improves transparency in
the sense of Andrews et al. (2017, 2020) and Andrews and Shapiro (2021)).

To illustrate the utility of Figure [I.5] with an example, consider the pos-
sibility that changes across cohorts in time spent in school shifted the relative
supply of different skills. Carlsson et al. (2015)) estimate that additional time in
school improves performance on the vocabulary knowledge test that we study,
and do not find evidence that additional time in school improves performance
on the logical reasoning test. We estimate that, relative to the 1962 birth cohort,
members of the 1975 birth cohort spent 0.40 more years in school as of the date
of test-taking. If at least some of the increase in schooling time would have
occurred absent changes in skill premia, then Carlsson et al.’s (2015]) analysis
implies that increased schooling time can be considered a positive shock to the
relative supply of crystallized intelligence, or equivalently a negative shock
to the relative supply of fluid intelligence. Figure [I.5]shows that if there is a
negative shock to the relative supply of fluid intelligence, then our baseline es-
timates understate the share of the change in skill levels that can be accounted
for by changes in skill premia. If we take the entire increase in schooling time
as a supply shock, and assume no other shocks to the relative supply of the

two skill dimensions, we can use the estimates in Carlsson et al. (2015) in
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Figure 1.5: Sensitivity to Departures From Zero Average Relative Supply Shock

Notes. Data are from the military enlistment sample covering birth cohorts 1962—1975, with tests typically
taken at age 18 or 19. In each plot, the curve labeled “Alternative estimates” depicts the estimated share
1— %ej (Pe) =% (Pe)

Yej—Xej

of the change in observed skills on dimension j explained by the change in skill premia

(y-axis) as a function of the average relative supply shock 75%£ Yool [ln (%ii; ) —In (%)} (x-axis).

Xl

The average relative supply shock is expressed as a share of the estimated change In (%) —1In (X 7 ) in
relative skill levels between the 1962 and 1975 birth cohorts, with positive values implying changes in
skill-producing technology that favor fluid relative to crystallized intelligence. The shaded region collects
pointwise 95% confidence intervals obtained via a nonparametric bootstrap with 50 replicates. The estimate
labeled “Baseline estimate” corresponds to the estimate in Panel A of Table@ obtained under Assumption

imi}
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tandem with Figure [I.5] to calculate that changes in lifetime skill premia ex-
plain 53.5 percent of the observed increase in logical reasoning skill, which is
16.7 percentage points more than our baseline estimate of 36.8 obtained under
Assumption

A similar exercise is possible with respect to assumptions about the mea-
surement of skill. To illustrate, Appendix Figure depicts our findings
regarding trends in actual and counterfactual skills under the assumption that
a portion of the cohort trend in logical reasoning skill (upper panel) or vocab-
ulary knowledge skill (lower panel) is spurious. One possible source of spuri-
ous trends is a general improvement in test-taking ability (e.g., Jensen, [1998;
Neisser, [1997, pp. 332-333), though this would not by itself explain the simul-
taneous rise in logical reasoning skill and decline in vocabulary knowledge.
Another possible source of spurious trends, specific to vocabulary knowledge,
is greater test difficulty for later cohorts due to gradual obsolescence of the
words on the test (e.g., Alwin & Pacheco, 2012; Hauser & Huang, [1997;
Roivainen, 2014). Appendix Figure [I.15] shows that if a portion of the mea-
sured decline in vocabulary knowledge is spurious, our analysis will tend to
overstate the role of labor market returns in explaining cohort trends in logical
skill, though even if there were no trend in vocabulary knowledge we would
still infer that 22.7 percent (SE = 0.6) of the trend in logical skill was due
to changes in labor market returns. As more concrete evidence on trends in
word usage, Appendix Figure [I.16] shows estimates of the exposure of each
cohort to words on example synonym questions for a recent enlistment bat-
tery, measuring word exposure based on usage in a major Swedish newspaper.

The hypothesis that words on the enlistment battery are more familiar to those

34Carlsson et al. (2015, Table 3, column 1) estimate that an additional 100 days of schooling
increases performance in the vocabulary knowledge test by 0.112 standard deviations, relative
to the population of test-takers in 1980-1994. Among individuals in our enlistment data, those
born in 1975 completed on average 0.40 more years of schooling at enlistment than those born
in 1962. As there are roughly 180 schooling days per year in Sweden (Carlsson et al., 2015}
p. 538), this implies an increase of 0.0803 standard deviations in vocabulary knowledge skill.
Interpolating around the median test score, we estimate that an increase of 0.0803 standard
deviations in vocabulary test score is equivalent to an increase of 3.29 percentile points among
those born in 1962. Based on the skill levels reported for the 1962 cohort in Panel A of Table
[[1] an increase of 3.29 percentile points in vocabulary knowledge skill would have reduced
the log ratio of logical reasoning and vocabulary knowledge skills by 0.063, or by 0.426 of the
observed change. Given a relative supply shock of -0.426, Figure [I.5] implies that changes in
skill premia account for 53.5 percent of the observed increase in logical reasoning.
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born closer to the time of the test design would predict an increasing trend in

exposure. We do not find evidence of such a trend.

1.4.4 Sensitivity to Controls

We explore the sensitivity of our conclusions to adjusting for covariates. We
adjust both the estimated trend in mean skills X, and the estimated trend in
lifetime skill premia P, with respect to individual-specific, time-invariant co-
variates d; that are normalized to have mean zero among those born in 1967.
We adjust the estimated trend in mean skills by estimating a regression of skills
x;; on cohort indicators and covariates d;, excluding the constantl?_gl We then
treat the coefficients on the cohort indicators as a covariate-adjusted measure
of mean skills. We adjust the estimated trend in lifetime skill premia P, by
including the covariates d; in the time-and-age-specific earnings regressions
from which we estimate p; 4.

Selection of covariates for inclusion in this exercise is delicate. For adjust-
ing the trend in mean skills, we wish to consider adjusting only for covariates
whose cohort trends do not respond to skill premia P.. For example, if a trend
in mean heights would have occurred even absent changes in P., then it may
be appropriate to adjust the trend in mean skills for the trend in mean heights,
and thus to study the effect of skill premia P, on the part of the trend in skills
that cannot be accounted for by the trend in height. By contrast, if trends in
the content of schooling occur in response to changes in skill premia P, then
these trends are part of the skill investment process that we model, and we do
not want to study the effect of skill premia P, on only the part of the trend
in skills that cannot be accounted for by the trend in the content of school-

ing Likewise, for adjusting the trend in lifetime skill premia P, we wish

3SWithin the model in Section we may think of this exercise as re-normalizing the skill
endowment i; to have cohort-specific mean I'd. where d. is the cohort-specific mean of d; and
I' is a matrix whose j’h row contains the coefficients on d; in the regression of skills x;; on
cohort indicators and covariates d;.

36Trends in parents’ skills may likewise be attributable to (earlier) trends in labor market
returns. Suppose, for example, that for each cohort ¢ and skill j, K.; = K. sz_‘pgﬁ ; where K.; >0
is a scalar, X._g ; is the mean skill level in the parental cohort born g > 0 years before cohort
¢, and ¢ > 0 is a parameter governing the intergenerational transmission of skills. Then if we
envision a counterfactual change to the time path of skill premia, the skill investment of cohort ¢
will change both due to a direct effect on its incentives, and an indirect effect via the incentives
of the parental cohort ¢ — g.
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to consider adjusting only for covariates that exert a direct effect on earnings
independently of their relationship to skills.

Appendix Table[I.2]shows how our findings change when we adjust for age
at enlistment, an indicator for having completed secondary school at the time
of enlistment or at age 18, log(height) and log(weight) measured at the time of
enlistment, and an indicator for being born outside of Sweden. Across these
exercises, we find that changes in labor market returns consistently account for
at least 35.5 percent of the increase in logical skill, and for more than the entire

decline in vocabulary knowledge skill.

1.4.5 Heterogeneity

Appendix Table [I.3] shows how our findings change when we estimate the
model separately for workers with below- vs. above-median parental earn-
ingsE] We estimate that changes in skill premia explain 1.3 percentage points
more of the increase in logical reasoning skill for those whose parents have
above-median earnings than for those whose parents have below-median earn-

ings, though the difference is not statistically significant (SE = 4.3).

1.5 Trends In Emphasis Among Parents, Schools, And

Occupations

Sections[I.5.T]and[I.5.2]explore whether parents and schools increasingly em-
phasize reasoning over knowledge. Section [I.5.3] explores whether changes
in the occupation mix favor reasoning-intensive as opposed to knowledge-
intensive occupations. Evidence that parents, schools, and occupations have
shifted to emphasize reasoning over knowledge does not, on its own, establish
that changes in production technology are driving changes in skill investment.
Such evidence can, however, serve to make tangible some of the real-world
processes that underlie the skill investment decision modeled in Section [1.2.2]

and the production economy modeled in Section [1.2.1

37To nest this exercise within the model in Section we can suppose there are two distinct
labor markets, one for each group of workers, with the two markets potentially linked by a
common production function F; (+).
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Panel A: Which Skill Did Parents Encourage More in Their Own Children?
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Figure 1.6: Trends in the Perceived Importance of Different Skills in the Survey
of Parents’ Perceptions

Notes. Data are from the original survey of parents’ perceptions described in Section m Each figure
shows the fraction of respondents rating reasoning as more important (circles) and the fraction rating knowl-
edge as more important (diamonds), separately by decile of the birth cohort of the respondent’s first child
(Panel A) or of the respondent (Panel B), with deciles labeled by the integer-rounded mean year of birth
within the decile. Each plot depicts both 95 percent pointwise confidence intervals (inner intervals, marked
by dashes) and 95 percent uniform confidence bands (outer intervals, marked by line segments). Pointwise
confidence intervals are based on standard errors from a nonparametric bootstrap with 50 replicates, strati-
fied by birth cohort decile. Uniform confidence bands are computed as sup-t bands following Montiel Olea
and Plagborg-Mgller (2019). Each plot depicts the line of best fit through the estimated points.
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1.5.1 Parents

Panel A of Figure [1.6 depicts trends in the perceived importance of differ-
ent skills among parents, as reported in the survey described in Section[I.3.2]
Parents of more recent birth cohorts place more emphasis on reasoning skills
and less emphasis on knowledge, compared to parents of earlier birth cohorts.
Panel B depicts trends in respondents’ perception of the importance of dif-
ferent skills in today’s society, how much their own parents emphasized each
skill, and how much their own primary school emphasized each skill. There
is some visual evidence that younger parents perceive logical skills to be more
important than do older parents. Parents’ perceptions of what skills were em-

phasized by their own parents and primary schools do not show a clear trend.

1.5.2 Schools

We can also investigate changes in school curricula over the period we study.
We focus on primary schooling because Figure [I.3] suggests that the trends in
skill levels that we study emerge at young ages. The primary school curriculum
in Sweden is summarized in an official Curriculum (“Laroplan”) that is revised
from time to time. Meeting society’s demands is an explicit goal of the primary
schooling systemf’r_g] and although vocational training is not given in primary
school, the needs of the workplace have sometimes played a direct role in the
development of the Curriculume]

Scholars of pedagogy in Sweden have noted a trend in the Curricula to-
wards greater emphasis over time on problem solving and critical thinking. For
example, in an investigation of long-term trends in the teaching of scientific in-
quiry, Johansson and Wickman (2012) conclude that, “The early Curricula of
1962 and 1969 lack the goal that students should learn to ask questions, formu-
late hypotheses or participate in the planning of investigations. That students

should learn to formulate questions is first described in the 1980 Curriculum”

38For example, the first paragraph of the first section of the 1962 Curriculum states a goal of
helping students develop into “capable and responsible members of society” (Skoldverstyrelsen,
1962, p. 13). The 1980 Curriculum repeats this language, quoting it as part of the Education
Act (Skoloverstyrelsen, 1980, p. 13).

3For example, the 1962 Curriculum partly reflected the findings from systematic interviews
of supervisors and employees regarding the knowledge demands of the workplace (Thavenius,
1999, p. 43; Statens offentliga utredningar, [1960| pp. 500-508).
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Figure 1.7: Trends in Emphasis on Reasoning vs. Knowledge in Swedish Pri-
mary School Curricula

Notes. The plot shows the trend across birth cohorts in the emphasis on reasoning relative to
knowledge in the Swedish primary school Curricula (Léroplan for grundskolan) prevailing dur-
ing each cohort’s primary schooling. We construct the series as follows. First, we associate
each school year from 1963 through 1991 with the prevailing Curriculum, treating the 1962
Curriculum (Skoloverstyrelsen, |[1962) as prevailing from 1963 through 1971, the 1969 Curricu-
lum (Skoloverstyrelsen, |1969) as prevailing from 1972 through 1981, and the 1980 Curriculum
(Skoloverstyrelsen, |1980) as prevailing from 1982 through 1991. Second, for each Curriculum
we obtain the ratio of the number of appearances of keywords related to reasoning to the num-
ber of appearances of keywords related to knowledge. We choose these keywords based on a
close reading of the Curricula; see Appendix Figure for details. Third, for each cohort, we
define the average exposure to reasoning vs. knowledge as the average of the ratio of keyword
appearances over the cohort’s primary school years, which we take to be the school years be-
ginning in the fall of the year that members of the cohort turn age 7 and ending in the spring of
the year that members of the cohort turn age 16.
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(p. 205). Similar trends have been observed in other areas of studym These
trends seem consistent with a greater emphasis on reasoning as compared to
knowledgeﬂ though we note that, in our survey, parents’ perceptions of their
own primary schooling experience do not reflect such a trend (see Panel B of
Figure[1.6).

Figure [I.7] presents an original quantitative analysis of trends in emphasis
in the Curricula. Based on a close reading of the Curricula we selected a set of
keywords related to reasoning and knowledge. For each cohort, we calculate
the relative frequency of keywords related to reasoning vs. knowledge during
the cohort’s primary school years. The figure shows a trend across cohorts
toward greater emphasis on reasoning relative to knowledge. Appendix Fig-
ure lists the set of keywords we study and provides more details on data

construction.

1.5.3 Occupations

Figure[I.8|shows trends across cohorts in the average reasoning vs. knowledge
intensity of occupations. We construct the series as follows. First, we mea-
sure the relative reasoning vs. knowledge intensity of occupations in Sweden
by matching occupations to those in the US and taking data on the importance
of different abilities and knowledge from the O*NET 25.0 database (U.S. De-
partment of Labor, Employment and Training Administration, [2020). Second,
we compute for each occupation the percentile rank in the distribution of rea-
soning vs. knowledge intensity of occupations for the 1967 cohort. Finally,
we take the weighted average across occupations within each cohort using as
weights either total employment or total earnings among the men in the enlist-

ment sample.

401 sfdahl (1987) studies the physics Curriculum but also describes a more general evolution
from 1962 to 1980 towards more emphasis on creativity and critical thinking (see also Johansson
& Wickman, 2012 p. 199). Prytz (2015} p. 317) studies the mathematics Curriculum and notes a
trend since the 1960s towards less emphasis on performing calculations. Dahlbéck and Lyngfelt
(2017, pp. 167-168) study the evolution of the Curriculum and note that, compared to the 1969
Curriculum, the 1980 Curriculum places greater emphasis on the creative use of language.

4 Larsson (2011) situates these trends in a transition from realism to progressivism in educa-
tion. Trends toward greater emphasis on critical thinking and less emphasis on rote knowledge
have been noted in many contexts, not only Sweden (see, e.g., Darling-Hammond et al.,|2020).
Bietenbeck (2014) finds using test score data from the US that modern teaching practices pro-
mote reasoning skills whereas traditional teaching practices promote factual knowledge.
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Figure 1.8: Trends in the Reasoning vs. Knowledge Intensity of Men’s Occupa-
tions in Sweden

Notes. The plot shows the trend across birth cohorts in the reasoning vs. knowledge intensity of occupations
in the Swedish Occupational Register, measured as the mean percentile rank of the reasoning vs. knowl-
edge intensity of the given cohort’s occupations in the distribution of either total employment (“weighted
by employment”) or total earnings (“weighted by earnings”) for the cohort 1967. We measure the distribu-
tion of employment and earnings across occupations in the Swedish Occupational Register using data on
employment histories from 2004 onwards from Statistics Sweden (2021)), using 4-digit Swedish Standard
Classification of Occupations 96 (SSYK 96) codes, and taking each individual’s occupation to be the one
observed in the available year closest to the year the individual turns 40. For each O*NET 25.0 (2020) occu-
pation we define the total importance of reasoning abilities by summing the importance scores of Inductive,
Deductive, and Mathematical Reasoning abilities and dividing by the highest possible sum. Similarly, we
define the total importance of knowledge by summing the importance scores of all knowledge categories
and dividing by the highest possible sum. We then define the reasoning vs. knowledge intensity of each
O*NET 25.0 (2020) occupation by taking the log of the ratio of the total importance of reasoning abilities
to the total importance of knowledge. We define the reasoning vs. knowledge intensity of each Standard
Occupational Classification 2010 (SOC 2015) occupation by taking the unweighted average reasoning vs.
knowledge intensity of all corresponding occupations in O*NET 25.0 (2020). We match the occupations
in the Swedish Occupational Register to SOC 2010 occupations by using the crosswalks from Statistics
Sweden (2016c¢) and BLS (2015), manually excluding some matches to improve accuracy. We define the
reasoning vs. knowledge intensity of each occupation in the Swedish Occupational Register by taking the
employment-weighted mean reasoning vs. knowledge intensity of all corresponding SOC 2010 occupations,
using May 2018 OES employment estimates (BLS |2019) as weights. Each series is normalized by adding
a constant so that its value for the 1967 cohort is 50. This figure includes information from the O*NET
25.0 Database by the U.S. Department of Labor, Employment and Training Administration (USDOL/ETA).
Used under the CC BY 4.0 license. O*NET® is a trademark of USDOL/ETA. We have modified all or
some of this information. USDOL/ETA has not approved, endorsed, or tested these modifications.
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Figure [1.8] shows evidence of a trend towards relatively more reasoning-
intensive occupations. The average man born in 1975 is employed in an occu-
pation that is 2.2 percentile points more reasoning-intensive (relative to knowledge-
intensive) than the average man born in 1962. The average krona earned by
a man born in 1975 is earned by a man in an occupation 3.3 percentile points
more reasoning-intensive than the average krona earned by a man born in 1962.
Appendix Figure [T.18] shows trends in shares of total employment and total
earnings separately for each occupation.

It is important to caveat that the concepts of reasoning and knowledge we
measure here do not correspond exactly to those measured by the enlistment
tests we study, that the join between Swedish and US occupation codes is
imperfect, and that the O*NET scores are static, so the scores do not reflect
changes over time in the demands of different occupations. Still, we find the
pattern in Figure [I.8]interesting in light of the growth in the relative premium

to fluid intelligence that we document in Section [I.4]

1.6 Non-cognitive Skills

There is evidence of rising labor-market returns to non-cognitive skill (e.g.,
Deming, [2017; Edin et al., 2022)). We can extend our analysis to incorporate
non-cognitive skills. Suppose that dimensions j € {1,...,L}, for2 < L < J are
dimensions of cognitive skill, and the remaining dimensions j € {L+1,...,J}

are dimensions of non-cognitive skill. Suppose further that

1

L P
Se (%) = s (Zlej‘lx;’> KLt (1.6)
J:

where X;41.; = (X141, ...,%7) is the non-cognitive skill investment and s (-) is

an aggregator strictly increasing in its first argument We suppose conditions

42 An example is the two-level constant elasticity function (e.g., Goldin & Katz,[2008} Sato,
1967, Chapter 8, equations 1 and 2):

Lo g Lo
se| | LKE &) e | = (2| LKE &
= =

where v, 0, and A are parameters.

J v\ °
+(1—7L)< y KLY/—lij>
J=L+1

=la
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on s, () sufficient to ensure a unique, strictly positive solution X, (P.) to the
worker’s skill investment problem for any P. > 0. We define a cognitive skill
supply function X 1.z (-;Xz41.7) that describes the optimal level of cognitive
skill investment X, 1.1, = (%1, ..., %) for workers in cohort ¢ given any lifetime
skill premia P, > 0 and any level x; 4 1.; of non-cognitive skill investment.

For each worker i we observe

Ri = (X1, Ac() (XiLt1))

where A, (-) is a cohort-specific, possibly unknown affine map. The presence
of the map A, (-) reflects the fact that, in our data, the measure of non-cognitive
skill is standardized and thus not directly comparable across cohortsFE]
Analogous to our baseline analysis, from data on each cohort’s cognitive
skill premia P, 1.7 and mean observed skill levels X, it is possible to identify
the cognitive skill supply function X, 1.z (-;X1+1.7) Where non-cognitive skill

Xer+1:0 = Xe 111.7 (P) is fixed at its equilibrium value for each cohort.

Proposition 1.3. Under Assumption if % %, then the cognitive skill
supply function

¢
c=c’

Xe 1.1 (3 Xer11.7) for each cohort c is identified from data {(aP..1,X:)}

where the scalar a > 0 may be unknown.

Our assumptions are also sufficient to identify the lifetime cognitive skill

premia up to scale.

Proposition 1.4. Under Assumption for some scalar o > 0, a multiple
0P 1.1 of the lifetime cognitive skill premia for each cohort c is identified from

the conditional expectation function of the log of earnings,
E(ln (W,'t) |§, = )A(, dl', = d, C(l) = C) N

for each time periodt € {c+1,...,c+A}.

Notice that our assumptions are not generally sufficient to identify the lifetime
non-cognitive skill premia P, 1.; up to scale due to the presence of the map
A (4.

43Edin et al. (2022, Appendix A1.2) discuss the implications of standardization for the esti-
mation of returns to non-cognitive skill.
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Following the logic of Propositions [I.3] and [T.4] and their proofs, we es-
timate the cognitive skill supply function as follows. First, we re-estimate
lifetime skill premia P, following the procedure outlined in Section[I.4.1] but
including the standardized measure of non-cognitive skill as an additional co-
variate in each earnings regression. Second, we estimate the cognitive skill
supply function X 1.1 (-;X¢z+1.7) following the steps we used to estimate the
skill supply function in Section[I.4.2] but using the re-estimated lifetime skill
premia.

Panel B of Table [I.T] presents our estimates. The estimated cognitive skill
supply function implies that, fixing the level of non-cognitive skill at its equi-
librium level, changes in labor market returns account for 26.2 percent of the
increase in logical skill (with a standard error of 2.1 percent), and for more
than the entire decline in vocabulary knowledge skill. The estimated role of
changing labor market returns reported in Panel B is meaningfully smaller
than in our baseline analysis reported in Panel A, as is the estimated elasticity

of substitution.

1.7 Conclusions

We develop a quantitative economic model of the evolution of multidimen-
sional skills across cohorts. We estimate the model using administrative data
from Sweden. The estimated model implies that a significant portion of the
puzzling “Flynn effect” of rising fluid intelligence is due to substitution in in-
vestment across different dimensions of skill. The model also explains the
decline in crystallized intelligence across cohorts in our setting. The model
is consistent with evidence of a trend towards greater emphasis on reasoning
relative to knowledge among parents, schools, and occupations. We extend
our analysis to incorporate non-cognitive skill. We conclude that it is fruitful
to incorporate market-driven incentives into the analysis of cohort trends in
measured intelligence.

We treat the labor demand side of our model abstractly and do not offer a
detailed account of the causes of cohort trends in measured labor market re-
turns to skill. Our analysis does, however, suggest some possible explanations
for trends in labor market returns to skill. We estimate an increase in the over-

all supply of skill across cohorts. All else equal, an increase in the supply of
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skill would tend to lower its return, consistent with our finding of declining
returns to cognitive skill across cohorts. Likewise, our finding of an increase
in the relative return to reasoning, as compared to knowledge, seems consis-
tent with the trends in occupational composition that we document. We think
that developing a more detailed model of skill demand that can be combined
with our model of skill supply to explain cohort trends in returns to skill is an

interesting direction for future work.
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Appendices

Appendix 1.A  Proofs

Proof of Proposition [I.1]

From Assumption [I.T]and equation (I.5]) we have that

In (x" ) In (x">
1 . Xe2 Xc2
() n(3)
where the existence of the ratio on the right is guaranteed because PL‘ 75 Pz
Thus p is identified.

(1.D

Because P, > 0, an analogue of equation (1.3) holds for any pair of di-

mensions (1, ). Thus given p the ratio 1[?{ is identified for all ¢ and j via the

K.j
ln< > —In <’“) L (P“> . (1.2)
K. Xcj p—1 ch

From the budget constraint in (I.2)) and the transformation function in

relation

(T.4), observe that multiplying K. by any positive constant K is equivalent to
multiplying S, by k 5" . Therefore fix the scale of K. by supposing that its av-
erage element equals one, i.e., ZFI K.j=J. Then Z 1 Kej= Z] 1 (K” > K=

K
Ko XJ-1 (§2) = . which from (.2) implies

J
K. = —. 1.3)

Jo T (B )\ Pt
j=1 Xej Py

Thus K. is identified for each cohort ¢ given p and the ratios %

Finally, S, is identified for all ¢ given p and K. because, from the solution

to the worker’s problem,

S = — . (1.4)
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Proof of Corollary[L.1]

Let P. = |aP.| = ||P. for a # 0. Because % = % for all ¢ and j, the
cj C.

arguments in the proof of Proposition [I.T]directly establish identification of P
and identification of K. up to a normalization. Then S, is identified for all ¢

given p and K. because

Proof of Proposition[1.2]

From equation (I.1)) we have that for each period ¢
E(In(wy)|x; =x,d; =d,c(i) =c¢) =
E (Bt,a(i,t) + p;"a(i’[)xi + ln (Zif) ‘Xi = Xa dit = dv c (l) = C) =
Biy—c Py, X+E(In(zi) [x; =x,dy =d,c(i) =c).

Because x; = X (; + 1; for all i, we also have that

E(ln (Zit) ‘X,‘ = X,dl', = d,C (l) = C‘) = E(ln (Zit) ‘ic —|—[Ji = X,dl’[ = d,C(i)
=E(In(z;) |t = x— %, dyy = d,c (i)
=Gt dp:‘,tfc (x—%)+ dlﬁt,r—c

Il
o
~

Il
(9
~

where the last equality uses Assumption [I.2] It follows that
E(In(wy)|x; =x,dy =d,c(i)=c) =B+ ap;7,_6x+ d/B,yt,C

where B, ;. = (Bm_c + e — ch;,,cic) and o = 1 + @&. Since & # —1, we
have o # 0. Identification of p;,_. up to scale is then immediate, from which

identification of P, up to scale follows directly from equation (1.3).

Proof of Proposition [I.3]

Recall that the worker maximizes P,c(i)ii subject to X; > 0 and S;) (%) <

gc(,-), where X; = x; — 1;. Fixing non-cognitive skill investment at X; ;1.7 =
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Xc(i),L+1. = 0, and taking account of the form of the transformation function

. . s ... 1 -
in (1.6), we can rewrite the worker’s problem as maximizing P i) 1..%i1:L sub-
1

jectto X; 1.7 > 0 and (Z§:1 Kf(j)iff) ? < s;(}) (Ec(l‘),ic<i)7L+]:J), where

S;(i) (Ec(i)aic(i),L-i-l:J) solves Se(i) (S;(ll) (gc(i)aic(i),L-‘rl:J) 7ic(i).,L+1:J) = gc(i)e is
unique by the strict monotonicity of s, (-) in its first argument, and is strictly
positive because the worker’s problem is assumed to have a strictly positive
solution. We have demonstrated that the worker’s problem of choosing cog-
nitive skills given non-cognitive skills is equivalent to the worker’s problem
. . . . < . -1 (o ~

in Section , replacing J with L and S(;) with s_;, (Se(iy»Xe(i),L+1.7)- The
results of Proposition[I.1and Corollary [I.1]thus apply given Assumption[I.T

Proof of Proposition [1.4]

We have that

E(ln (W,'t) |ﬁ, = ﬁ, dit = d, C(l) = C) =
E (E (11’1 (W,'[) ’X,‘ = X,d,‘t = d,C(i) = C) |ﬁ, = ﬁ) =
E (B‘t,tfc + OCp;J_CX + dlﬁz,tfc‘ii = f‘) =

~ / ! —1/a ’
Biict 0P o1 XtL+ 0Py p 1A (Xpy1:) +d B

where the first step follows from the law of total expectation, the second from
the proof of Proposition[I.2] and the third from the invertibility of A.. Because
A_'(-) is linear in %7 1., identification of p,, ., up to scale is immediate,

from which identification of P, 1.; up to scale follows directly from equation

(T3).

Appendix 1.B  Sensitivity and Heterogeneity Analysis
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Appendix Table 1.2: Sensitivity of main results to adjusting for control variables

Change in lifetime Share of observed change

Initial lifetime kil premium Initial average Change in average explained
Specification skill premium, 1962 1962-1975 ’ skill rank, 1962 skill rank, 1962-1975 by change in skill premia
Fej PP Xzj Tej = Xej Tzj(Pe) % (Pe)
cj e 1- T
Logical Vocabulary Logical Vocabulary Logical Vocabulary Logical Vocabulary Logical Vocabulary
reasoning knowledge reasoning knowledge reasoning knowledge reasoning knowledge reasoning knowledge
(a) Baseline (no controls) 0.0048 0.0016 -0.0008 -0.0007 47.88 50.72 4.43 -2.92 0.3681 2.0151
(0.0001) (0.0001) (0.0001) (0.0001) (0.14) (0.13) (0.22) 0.21) (0.0175) (0.1483)
(b) Age at enlistment (indicators) 0.0047 0.0016 -0.0007 -0.0007 48.21 51.03 4.43 -2.84 0.3596 2.0592
(0.0001) (0.0001) (0.0001) (0.0001) (0.13) (0.13) 0.23) 0.21) (0.0179) (0.1575)
(c) Completed secondary education 0.0048 0.0016 -0.0008 -0.0007 47.22 50.03 4.48 -2.86 0.3594 2.0612
at enlistment (indicator) (0.0001) (0.0001) (0.0001) (0.0001) (0.14) (0.13) (0.23) 0.21) (0.0175) (0.1577)
(d) Completed secondary education 0.0048 0.0016 -0.0008 -0.0007 47.10 49.87 4.15 -3.20 0.3860 1.8431
at age 18 (indicator) (0.0001) (0.0001) (0.0001) (0.0001) (0.14) (0.13) (0.22) (0.20) (0.0193) (0.1196)
(e) log(height) and log(weight) at 0.0047 0.0015 -0.0008 -0.0006 47.94 50.79 4.47 -2.96 0.3554 2.0301
enlistment (0.0001) (0.0001) (0.0001) (0.0001) (0.14) (0.13) (0.22) 0.21) (0.0178) (0.1489)
() Born outside Sweden (indicator) 0.0048 0.0016 -0.0008 -0.0007 47.90 50.72 4.30 -3.03 0.3756 1.9370
(0.0001) (0.0001) (0.0001) (0.0001) (0.13) (0.13) (0.23) 0.21) (0.0189) (0.1376)

Notes. This table summarizes the sensitivity of our main results to adjusting for different control variables. Standard errors in parentheses are obtained via
a nonparametric bootstrap with 50 replicates. In each replicate, for each cohort ¢, we draw men with replacement from the population in that cohort, and
recalculate all data-dependent objects. Row|(a)|reproduces our baseline estimates with no controls from Panel A of Table Each subsequent row includes a
different control variable or variables. Control variables are included when estimating cohort- and age-specific skill premia and are used to adjust the estimated
average skill levels, following Section[I.4.4] In each row, we omit individuals with missing or invalid values of the relevant control variables. In specification
[®)] we control for indicators for the number of years between the person’s year of enlistment and year of birth. In specification we define a person as having
completed secondary education at enlistment if the person’s enlistment date occurs on or after June 1 of the year in which they complete secondary education.
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Appendix 1.C Identification of the Skill Supply Func-
tion with a Social Multiplier

Suppose that K.; = K, X ~¥ where v € [0,1) is a parameter governing the
strength of social spillovers in skill investment and K. € ]RJ>0 is a vector of
cost parameters. Each worker chooses skill investment taking the average skill

X.(j) of their cohort ¢ (i) as given.

Assumption 1.3. (Zero average relative supply shock.) We assume that

1 & K K
—Y [m (”“) —In (1)] —0.
c—cC= Keiip Ko
... P .
Proposition 1.5. UnderAssumptzon lf o then the skill supply func-
tion X (+) for each cohort c is identified from data {(P., %)} .

Proof of Proposition

In the model in Section [I.2.3|the skill supply function is given by

) PR
%ej (Pe) = S, 1.5)

(Z’/ IP" PTK j),,

for each skill j € {1,...,J}. Recalling that K.; = K, jfgj” and imposing the

equilibrium condition that X, = X, we have that

1
5T 1,
Pc’} chj (ch (Pc'))v

(2 PR (5 <Pc>)”>

Se (1.6)

icj (Pc) —

1
P

L
-

for each skill j € {1,...,J}. Define K, such that K.; = K" and notice that

cj
K. e RJ>0 and that

! Eiln Kernn) (B V] 2
c—cCi= Kot Ko
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by Assumption[I.3] Define p such that

1 1

-1 (p-D(1-v)

_2 ~
and notice that p > 1. Define S, = S/ and notice that S, > 0. Then the unique
solutions to the J equations in (L.6) are given by

% (P) = SR S, (1.7)

for each skill j € {1,...,J}. Because (I.7) is isomorphic to (I.3), replacing K,
with K, p with g, and S with S., and because an analogue of Assumption
in the main text holds for K., Proposition|1.1|in the main text applies directly.
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Appendix 1.D Identification of Lifetime Skill Premia

with Mismeasured Skills

Let X; denote a measurement of x;. For simplicity we set aside the role of

covariates d;;.

Assumption 1.4. The measurement error in each cohort c obeys
E()A(,'—X,'LLL,':‘LL,C(I'):C):O (18)

and
Var (X; — x;|c (i) = ¢) = & Var (X;]c (i) = ¢), (1.9)

where the scalar & € [0, 1) may be unknown.

Assumption [T.4] implies that the measurement error in X; has mean zero con-
ditional on true skills and has variance proportional to both measured and true
skills.

Assumption 1.5. The values of z;; in each period t obey

E(In(z;) % —x; = &, i = p,c (i) = ¢) =E(In(z;) [t = p,c (i) = ¢)

o, (1.10)
=Cri—ct Op; M,

where the scalars §; ;. and & > 0 may be unknown.

Assumption implies that a version of Assumption [1.2[in the main text
holds, and that unobserved determinants of log earnings are mean-independent
of the measurement error in skills.

Assumptions [I.4] and [I.5] are sufficient to identify the cohort-and-period-
specific skill premia p;;_., and hence the lifetime skill premia P, up to scale,
from the conditional expectation function of the log of earnings given mea-

sured skills.

Proposition 1.6. Under Assumptions and for some scalar o0 > 0, a
multiple P, of the lifetime skill premia for each cohort c is identified from the

conditional expectation function of the log of earnings given measured skills,

E(In(wy) % =X,c (i) = ¢),
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for each time periodt € {c+1,...,c+A}.

Proof of Proposition (1.6
Fix a cohort ¢ and period 7. From (1.8) and (1.9) we have that
Var (&i|c (i) = ¢) = (1— &)~ Var (xi|c (i) = ¢).
From (I.1)) in the main text, (I.8), and (I.10) we have that
Cov (R, In (wir) (i) = ¢) = Cov (%i,py,—%i +1n (zi) e (1) = )
= Cov <xi, (1+ d)p;t,cx,-]c (i) = c)
= (1+ &) Var (x|c (i) = ¢) Prs—c-

The population regression of In (w;) on X; and a constant therefore yields co-

efficients
Var (&;]c (i) = ¢) ' Cov (&, In (wi/) |c (i) = ¢) = opry—c

for ¢ = (1— &) (14 &) > 0. Because the population regression is available
from the conditional expectation function, identification of p;;_. up to scale
is then immediate, from which identification of P, up to scale follows directly

from equation (I.3) in the main text.
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Appendix 1.E  Additional Tables and Figures

Appendix Table 1.4: Number of individuals by birth cohort, military enlistment
and survey samples

(a) Military Enlistment Data (b) Survey Data
Birth cohort Number of individuals Birth cohort Number of individuals

1962 52,317 1948 5,361
1963 55,526 1953 4,699
1964 58,639 1967 3,907
1965 55,018 igﬁ ?gzz
1966 39,056 Total 19’ 832
1967 47,767 .
1968 49,965

1969 48,850

1970 48,815

1971 51,108

1972 50,824

1973 47,353

1974 47,923

1975 38,069

Total 691,230

Notes. Each panel shows the number of individuals in each birth cohort for whom we measure
valid logical reasoning and vocabulary knowledge test scores. Panel (a) shows counts for the
military enlistment data. Panel (b) shows counts for the survey data.



1.E. ADDITIONAL TABLES AND FIGURES 73

Appendix Table 1.5: Trends in lifetime skill premia using survey test scores as
instruments

Panel A: Trends in Lifetime Skill Premia

Enlistment Enlistment + survey data
data
Linear trend OLS v
Change from 1967 to 1972 in lifetime premium to:
Logical reasoning skill (P ) -0.000298 0.000622 0.002109

(0.000040) (0.000709) (0.001870)

Vocabulary knowledge skill (P) -0.000266 -0.000353 -0.001547
(0.000042) (0.000740) (0.001903)

Number of individuals
1967 cohort 42,427 2,927 2,927
1972 cohort 45,397 3,451 3,451

Panel B: Correlations in Skill Measures

Cohort
1967 1972 Difference
Correlation between survey and enlistment data in:
Logical reasoning skill (x;1) 0.6557 0.6795 0.0237
(0.0119) (0.0085) (0.0157)
Vocabulary knowledge skill (x;) 0.6738 0.6910 0.0172
(0.0106) (0.0080) (0.0129)
Number of individuals 2,927 3,451

Notes. Panel A compares the estimated change in lifetime skill premia between birth cohorts 1967 and 1972
based on different estimation methods. The first column is based on the linear trend fitted to the series of
estimated lifetime skill premia for the enlistment data, where tests were typically taken at age 18 or 19, as
shown in Panel [B]of Figure[[T]in the main text. The second and third columns are the differences between
the lifetime skill premia for the two cohorts, as estimated on the set of individuals who have valid logical
reasoning and vocabulary knowledge test scores in both the enlistment and survey data, where tests were
typically taken at age 13. In the second (OLS) column, we estimate the lifetime skill premia for each cohort
as the net present value of age-specific skill premia estimated via OLS, following the approach in Section
E] in the main text. In the third (IV) column, we estimate the lifetime skill premia for each cohort as
the net present value of age-specific skill premia estimated via IV, treating age-13 test scores as instruments
for age-18/19 test scores. Panel B compares, between birth cohorts 1967 and 1972, the Pearson correlation
of skills measured in the survey data with skills measured in the enlistment data. In both panels, standard
errors in parentheses are obtained via a nonparametric bootstrap with 50 replicates.
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Average Skill Level X, Estimated Lifetime Skill Premium P ;

534 003+

0025+
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Average skill level
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Estimated lifetime skill premium

1962 1964 1966 1968 1970 1972 1962 1964 1966 1968 1970 1972
Year of birth Year of birth

Appendix Figure 1.1: Trends in Technical Knowledge and Technical Knowl-
edge Premia Across Birth Cohorts 1962—-1973, Military Enlistment Sample

Notes. Data are from the military enlistment sample for birth cohorts 1962—-1973. We exclude
birth cohorts 1974 and 1975 because of significant amounts of missing data on technical knowl-
edge test scores for these cohorts. The left plot depicts the average technical knowledge skill X,
for each birth cohort c. Skills are expressed as a percentile of the distribution for the 1967 birth
cohort. The right plot depicts the estimated lifetime skill premium P, for technical knowledge
for each birth cohort, constructed as described in Section [[.4.1]in the main text. These skill
premia are estimated controlling for logical reasoning and vocabulary knowledge skills. Each
plot depicts both 95 percent pointwise confidence intervals (inner intervals, marked by dashes)
and 95 percent uniform confidence bands (outer intervals, marked by line segments). Point-
wise confidence intervals are based on standard errors from a nonparametric bootstrap with 50
replicates. Uniform confidence bands are computed as sup-t bands following Montiel Olea and
Plagborg-Mgller (2019). Each plot depicts the line of best fit through the estimated points.
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Appendix Figure 1.2: Trends in Skills and Skill Premia across Birth Cohorts

1954-1961, Military Enlistment Sample

Notes. Data are from the military enlistment sample covering Swedish men born between 1954
and 1961 and who enlisted before 1980. For these birth cohorts, information on logical rea-
soning and vocabulary knowledge skills is based on scores from tests administered at military
enlistment, called the Enlistment Battery 67. The first row of plots depicts the average skill
X, for each birth cohort c. Skills are expressed as a percentile of the distribution for the 1961
birth cohort. The second row of plots depicts the estimated lifetime skill premia P, for each birth
cohort, constructed as described in Section[I.4.T]in the main text. Each plot depicts both 95 per-
cent pointwise confidence intervals (inner intervals, marked by dashes) and 95 percent uniform
confidence bands (outer intervals, marked by line segments). Pointwise confidence intervals
are based on standard errors from a nonparametric bootstrap with 50 replicates. Uniform confi-
dence bands are computed as sup-t bands following Montiel Olea and Plagborg-Mgller (2019).
Each plot depicts the line of best fit through the estimated points.
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Panel A: Consent Form

Stockholms
universitet

Samtyckesblankett for Enkdt-undersokning alt. Elektroniska
val

universitet ar pe i ig for den ing av ifter som sker i Survey and Report.

Den lagliga grunden for behandlingen ar att du gett samtycke till behandlingen i négon enkat.

For att projektet ska kunna utforas kommer ansvarig for studien och ansvarig for projektet ha tillgng till personuppgiftera. Uppgifterna
kommer att behandlas s& att inte obehériga kan ta del av dem.

Om detta material bedoms ha ett bestdende varde enligt de riktlinjer som anges i 6-8 §§ i RA-FS 1999:1 kommer det att bevaras for
framtiden.

Enligt EU:s dataskyddsférordning samt nationell kompletterande lagstiftning har du ratt att:

3terkalla ditt samtycke utan att det pgverkar lagligheten av behandling som skett i enlighet med samtycket innan det 3terkallades,
begara tillgang till dina personuppgifter,

f8 dina personuppgifter réttade,

& dina personuppgifter raderade,

78 behandlingen av dina personuppgifter begransad.

Under vissa medger ingen samt nationell lagsti undantag for dessa rattigheter,
som kan komma att tillampas.

Om du vill 8beropa ndgon av dessa rattigheter Kontakta D: vid universitet (dso@su

Mer information om detta finns p& D hemsida. https:

0 Jag har last och accepterar villkoren

Panel B: Survey Form

Stockholms
universitet

1. Vilket 3 ir du fdd?
[ —

2. Med vilket kén identifi di

Kinna
Man

Annat
villinte uppge

3. Hur manga barn har du?
| —]

4. Hur viktiga skulle du saga att foljande egenskaper r for att vara i dagens samhall

Inte alls viktigt Nagot viktigt Varken viktigt eller oviktigt viktige Valdigt viktigt
it nna arka ktsk och o problem
logis}
‘a komma ihdg fakta, exempelvis
Gefintonen av svéra orc

5. Som barn, hur mycket uppmanade dina foraldrar dig att utveckla

At kunna tanka kritiskt och losa problem
logiskt

Intealls Lie Varken mycke eler fite Mycket Valdigt mycket

At kunna komma ihdg fakta, exempelvis
defintionen av svéra orc.

6. Som barn, hur mycket uppmanade grundskolan dig att utveckla

Inte alls Lite Varken mycket eller e Mycket Valdigt mycket
At kunna tanka kritskt och losa problem
logiskt
At ks komma ik fkca, exempelis
defintionen av svéra
[Wasa sida >

Stockholms
‘universitet

7. Mellan vilka ar faddes dina barn? (Markera bada pa samma stélle om du bara har ett barn.
s

8. Som forsider, hur mycket uppmanar (eller uppmanade) du dina bam att utveckla egenskaperna nedan under uppvixten?

Inte alls Lite Verken mycket eller ite Mycket Valdigt mycket
At kunna tanka kritiskt och losa problem

logiskt

Att kunna komma ihig fakta, exempelvis

defintionen av svéra ord.

[ Foregbends sa | [Sokena]

Appendix Figure 1.3: Structure of the Survey of Parents’ Perceptions

Notes. This figure shows the content and structure of the survey on parents’ perceptions de-
scribed in Section[T.3.2in the main text. Panel A displays the consent form and Panel B displays

the survey form, both in the original Swedish.
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Appendix Figure 1.4: Distributions of Year of Birth of Respondent and First

Child in the Survey of Parents’ Perceptions

2010 2020

7

Notes. Data come from the survey of parents” perceptions described in Section[T.3.2]in the main
text. Panel A shows the distribution of the year of birth of the respondent. Panel B shows the

distribution of the year of birth of the respondent’s first child.
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Appendix Figure 1.5: Male Employment Rates by Age Group for Selected
Years

Notes. This figure shows the rates of employment and full-time employment among men in Sweden in
2010, 2015, and 2019, separately by age group, based on data from the Swedish Labour Force Surveys
(Statistics Sweden, [2020a). We define an individual as employed if he meets the definition of employment
used by the International Labor Organization (see, e.g. Eurostat,|2021). We define an employed individual
as full-time employed if he reports working full-time in the survey.
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Appendix Figure 1.6: Illustrating the Relationship Between Log(Earnings) and
Skill Percentile, Military Enlistment Sample

Notes. Data are from the military enlistment sample covering birth cohorts 1962—1975, with tests typically
taken at age 18 or 19. This figure illustrates the relationship between the mean of log annual earnings and
logical reasoning and vocabulary knowledge skill for birth cohorts 1962, 1967, and 1972, at ages 30, 40,
and 50. For each cohort, age, and skill dimension, we estimate a regression of log(earnings) on indicators
for decile of skill. We plot the coefficients on the decile indicators, shifted by a constant so that their mean
value coincides with the sample mean of log(earnings), against the average value of the given skill within
the decile. We also plot a line whose slope is equal to the estimated premium p¢y 44 ; of the given skill
dimension, estimated from a regression of log(earnings) on skills x;, and whose intercept is chosen so that
the line coincides with the decile coefficient at the fifth decile.
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Appendix Figure 1.7: Illustrating the Extrapolation of Skill Premia to Ages with No Earnings Data, Military Enlistment Sample

Notes. Data are from the military enlistment sample covering birth cohorts 1962—1975, with tests typically taken at age 18 or 19. The plots illustrate how we estimate skill premia for
ages of working life for which we do not observe earnings. The upper row of plots illustrates for logical reasoning and the lower row of plots illustrates for vocabulary knowledge.
Each row includes plots for birth cohorts 1962, 1967, and 1972. For each cohort, we estimate the skill premia p.444 in ages for which we do not observe earnings (dashed line) by
taking the average estimated skill premia across all ages 40+ for which we do observe earnings (markers).
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Appendix Figure 1.8: Distributions of Skills in the 1962 and 1975 Birth Cohorts,
Military Enlistment Sample

Notes. Data are from the military enlistment sample covering birth cohorts 1962 and 1975, with
tests typically taken at age 18 or 19. Each plot depicts the empirical cumulative distribution
function of skills x;; for a given dimension j for members i of the 1962 and 1975 birth cohorts.
Skills are expressed as a percentile of the distribution for the 1967 birth cohort.



82  CHAPTER 1. LABOR MARKET RETURNS AND COGNITIVE SKILLS

Fluid 10
1A
0 © -
- £
5 58 5 2
s T x 8 &
g 2 2 ¢
87 s 283 3
g ¢ z z °
g 2 o o ©
2 g - b
-— o
£ S o ®
o .bA €
Q.G g
g
g c o
£ g £ s 3
< =5 8 9
S .44 c 8 ca2 3 §&3°
c v g & T 2 4
© 5 8 3 7 ®
< Egg e ®° °
° s L @ L
© c ® zZ e
2 212 35 o 40
c wn 2
< <<
o ©
Oa
_24
Crystallized 1Q
1A
.8
w
2} 2 2 =
< g 8 g
S 64 E o
g 6 5 £ 7
o z O 2
= T & o o ©
£ ;2
> 2
o .4 c
c 8..
g g &
[ c
= £
[ o °
:!2A 5 3<<8
g - s < 3 9 4G
c = 6 = DO 2 e
<C s O <
e £
c o
F s 532 e e
DEQQ“;’..
Oagwwww
T o e o A
°
_2o4

Appendix Figure 1.9: Measured Trends in Fluid and Crystallized 1Q

Notes. Data are from Pietschnig and Voracek Table S1, circles) or from the military enlistment sam-
ple covering birth cohorts 1962—1975 (triangles). We select from Pietschnig and Voracek’s meta-analysis
Table S1) all single-country studies of fluid or crystallized intelligence covering healthy adults with
a sample size of at least 100 and a study period ending in 1980 or later. We classify studies of PIQ as fluid
and studies of VIQ or verbal as crystallized. We plot the annual IQ gain in each study, labeling each study
with the country in which the sample was obtained. For comparison, we also plot the annual IQ gain in the
enlistment sample, which we calculate by standardizing the raw score on the logical reasoning (fluid) and
vocabulary knowledge (crystallized) tests to have a mean of 100 and a standard deviation of 15 in the 1967
cohort.
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Appendix Figure 1.10: Trends in Skill Premia across Birth Cohorts 1962-1975,
Allowing for Interactions, Military Enlistment Sample

Notes. Data are from the military enlistment sample covering birth cohorts 1962-1975, with
tests typically taken at age 18 or 19. We construct the plots as follows. For each cohort ¢ and
each year 7 for which we measure earnings, we estimate a generalization of equation (I.I) in
the main text that includes an interaction x;;x;» between the two skill dimensions. From these
estimates we calculate cohort-and-year-specific skill premia for each skill dimension j, evalu-
ated at three different levels of skill on the other dimension j’ # j: the cohort average, 0.1 root
mean squared error (RMSE) above the cohort average, and 0.1 RMSE below the cohort average,
where the RMSE is calculated from a cohort-specific regression of skill x; on indicators for
skill x;;. We then follow the approach described in Section @] in the main text to estimate
the cohort-and-year-specific premia for years outside of our sample, and we compute lifetime
premia following equation (I.3) in the main text. For each dimension j, the plot depicts the
lifetime premium for an individual in each cohort ¢ whose skill on the other dimension j’ # j is
equal to the cohort average (“Average”), an individual whose skill on the other dimension is 0.1
RMSE above the cohort average (“40.1 x RMSE”), and an individual whose skill on the other
dimension is 0.1 RMSE below the cohort average (“—0.1 x RMSE”). Each plot includes a line
of best fit, 95 percent pointwise confidence intervals (inner grey intervals, marked by dashes),
and uniform confidence bands (outer grey intervals, marked by line segments) corresponding
to the “Average” series. Pointwise confidence intervals are based on standard errors from a
nonparametric bootstrap with 50 replicates. Uniform confidence bands are computed as sup-t
bands following Montiel Olea and Plagborg-Mgller (2019).
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Appendix Figure 1.11: Trends in Skills and Skill Premia across Birth Cohorts,
Survey Sample

Notes. Data are from the survey sample covering birth cohorts 1948, 1953, 1967, 1972, 1977,
1982, and 1992. The first row of plots depicts the average skill X, for each birth cohort c.
Skills are expressed as a percentile of the distribution for the 1967 birth cohort. The second
row of plots depicts the estimated lifetime skill premia P. for each birth cohort ¢ in 1948,
1953, 1967, 1972, and 1977, constructed as described in Section [I.4.1]in the main text. Each
plot depicts both 95 percent pointwise confidence intervals (inner intervals, marked by dashes)
and 95 percent uniform confidence bands (outer intervals, marked by line segments). Point-
wise confidence intervals are based on standard errors from a nonparametric bootstrap with 50
replicates. Uniform confidence bands are computed as sup-t bands following Montiel Olea and
Plagborg-Mgller (2019). Each plot depicts the line of best fit through the estimated points.
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Appendix Figure 1.12: Evolution of Relative Skill Levels and Relative Skill
Premia, Women in Survey Sample

Notes. Data are from the survey sample covering birth cohorts 1948, 1953, 1967, 1972, and
1977, with tests typically taken at age 13, for female respondents. The plot shows a scatterplot of
Xl

X2

the natural logarithm of the relative average skill levels, In < ), against the natural logarithm

of the relative estimated lifetime skill premia, In (%). The dashed line depicts the line of best
fit.
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Appendix Figure 1.13: Evolution of Relative Skill Levels and Relative Skill Premia by Region, Military Enlistment Sample

Notes. Data are from the military enlistment sample covering birth cohorts 1962-1975, with tests typically taken at age 18 or 19. The lower right plot shows a scatterplot of the
natural logarithm of the relative average skill levels, In va, against the natural logarithm of the relative estimated lifetime skill premia, In va_ separately by birth region. Each
marker corresponds to a cohort and region. The light gray lines depict the lines of best fit for each region. Each of the other plots shows the line of best fit for the given region
(black line), the lines of best fit for the other regions (light gray lines), and the line of best fit for the full sample (dashed line). We classify individuals into mutually exclusive
and exhaustive regions according to their county of birth, excluding those born outside of Sweden, using data from Statistics Sweden (2016a). We classify Virmland, Orebro,
Vistmanland, Dalarna, Givleborg, Visternorrland, Jdmtland, Visterbotten, and Norrbotten as Northern counties, Sodermanland, Omaam@:msa, Jonkoping, Kronoberg, Kalmar, and

Gotland as Southern counties, and the remaining counties eponymously.



1.E. ADDITIONAL TABLES AND FIGURES 87

Men
54 T Actual
——& — - Skill premia fixed at initial levels
52 |Share explained = 0.64
(SE = 0.09)
50
<
@ 48+
%
o 467 - —— o ___
g T-e
o 44+
<
42
40
38
1948 1953 1967 1972 1977 1982 1992
Year of birth
Women
544 T Actual
——4 — - Skill premia fixed at initial levels
52 |Share explained = 0.78
(SE = 0.10)
50
°
2 48
%
S 464
(=]
o
[ 44+
<
42+
40+
38

1948 1953 1967 1972 1977 1982 1992
Year of birth

Appendix Figure 1.14: Decomposition of Change in Average Logical Reason-
ing Skill, Survey Sample

Notes. Data are from the survey sample of male respondents (upper panel) and female respondents (lower
panel) covering birth cohorts 1948, 1953, 1967, 1972, 1977, 1982, and 1992, with tests typically taken
at age 13. Each plot depicts the average logical reasoning skill X.; for each birth cohort ¢ (“Actual”) and
the predicted average skill % (Fg) under the counterfactual in which lifetime skill premia remain at the
level estimated for the 1948 birth cohort (“Skill premia fixed at initial levels”). Skills are expressed as
a percentile of the distribution for the 1967 birth cohort. We fit the model as in Figure@ in the main
text, separately for men and women, taking the linear fit for the cohorts through 1977 (depicted for men
in Appendix Figure m as our estimate of the lifetime skill premia P, for all cohorts. The text box in

% of the observed change from 1948 through 1992
that is accounted for by changes in skill premia (“Share explained”). The standard errors in parentheses are
obtained via a nonparametric bootstrap with 50 replicates. We exclude seven and three bootstrap replicates
from the calculation of standard errors for the upper and lower plots, respectively, due to values inconsistent
with the model.

each plot shows the estimated share 1 —
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Appendix Figure 1.15: Sensitivity to Spurious Cohort Trends in Skills

Notes. Data are from the military enlistment sample covering birth cohorts 1962—1975, with tests typically
taken at age 18 or 19. To construct each plot, we assume that the true mean skill level %z; on dimension
Jj in the 1975 birth cohort ¢ is given by m;x,; + (1 — w_,-)ffj, such that ®; € [0, 1] denotes the fraction of
the observed change Xz; — X, that is spurious. We then re-estimate our model following the methods in
Table@ in the main text and calculate, for each w;, the implied actual change in logical reasoning skill
%21 (Pz) — %1 (P.) and the implied counterfactual change in logical reasoning skill % (P,) — %1 (Pc) if
skill premia had remained constant at their level for the 1962 birth cohort. Each plot depicts the actual
and counterfactual change in logical reasoning skill (y-axis) as a function of the fraction of the observed
change that is spurious (x-axis). The upper plot depicts the implications of a spurious change in logical
reasoning skill (@ € [0,1], @, = 0). The lower plot depicts the implications of a spurious change in
vocabulary knowledge (@; = 0, @, € [0, 1]). For each depicted series, the shaded region collects pointwise
95% confidence intervals obtained via a nonparametric bootstrap with 50 replicates. The estimates labeled
“Baseline estimate” correspond to the estimates in Panel A of Table E in the main text, i.e., the case in
which w; = @, =0.
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Reasoning Knowledge
utvardera S kunnande
(evaluate) | (know-how) | e
studieval memorer
(study choice) ] (memoriz) | e
ifrigasatta | vetande | o
(to question) e (knowledge)
granska | S minne | <
(review) (memory)
reflektera | informationsléasning | <
(reflect) > (information literacy)
analysera | > studieteknik | <
(analyze) (study technique)
prova | > lastraning | o
(examine) (reading training)
slutsats | ¢ ordférrad |
(inference) (vocabulary)
kritisk | > kunskaps |
(critical) (knowledge)
undersoka | ¢ fakta |
(investigate) (facts)
0 20 40 60 0 20 40 60
Number of appearances Number of appearances
Curriculum 1962 1969 1980

Appendix Figure 1.17: Selected Word Families Related to Reasoning vs. Knowledge in Swedish Primary School Curricula

Notes. The plot shows the number of appearances of selected word families related to fluid intelligence (“Reasoning”, left panel) and crystallized intelligence (“Knowledge”, right
panel) in the 1962, 1969, and 1980 revisions of the Swedish primary school Curricula (Lédroplan for grundskolan; Skoloverstyrelsen, |1962. 91[1980). Translations of word
families are in parenthesis under the original Swedish. In both panels, word families are listed in ascending order based on their number of appearances in the 1962 Curriculum.
The arrows point from the number of appearances in the 1962 Curriculum to the number of appearances in the 1980 Curriculum. We chose a set of keywords based on a close

” 2

reading of the Curricula and categorized them in word families. We counted the number of appearances of each word family as follows. For the “analysera,” “granska,” “ifragasitta,”
“informationslidsning,” “kunnande,” “ordforrad,” “prova,” “reflektera,” “slutsats,” “studieval,” and “utvirdera” families, we searched for all words that start with the same characters.
For the “fakta,” “kritisk,” “kunskaps,” “memorer,” “minne,” “undersoka,” and “vetande” families, we searched for all words that start with the same characters plus a few alternate
forms. For the “ldstraning” and “studieteknik” families, we searched for the exact word only. We conducted searches automatically. A Swedish speaker then reviewed search results

and excluded cases, such as negations, where usage did not match our intent.

2
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Panel A: Changes in Shares of Total Employment
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Panel B: Changes in Shares of Total Earnings
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Appendix Figure 1.18: Growth of Occupations in Sweden by Their Reasoning
and Knowledge Intensity

Notes. The figure shows scatterplots of the knowledge and reasoning intensity as well as growth of each
occupation in the Swedish Occupational Register. Panel A measures occupation growth with the change in
the occupation’s share of total employment between cohorts 1962 and 1975, with marker sizes proportional
to the occupation’s share of total employment in cohort 1962. Panel B measures occupation growth with
the change in the share of total earnings between cohorts 1962 and 1975, with marker sizes proportional
to the occupation’s share of total earnings in cohort 1962. In both panels, the y-axis depicts the total im-
portance of reasoning abilities, and the x-axis depicts the total importance of knowledge. We measure the
distribution of employment and earnings across occupations in the Swedish Occupational Register using
data on employment histories from 2004 onwards from Statistics Sweden (2021), using 4-digit Swedish
Standard Classification of Occupations 96 (SSYK 96) codes, and taking each individual’s occupation to be
the one observed in the available year closest to the year the individual turns 40. For each O*NET 25.0
(2020) occupation we define the total importance of reasoning abilities by summing the importance scores
of Inductive, Deductive, and Mathematical Reasoning abilities and dividing by the highest possible sum.
Similarly, we define the total importance of knowledge by summing the importance scores of all knowledge
categories and dividing by the highest possible sum. We compute the total importance of reasoning abili-
ties and knowledge of each SOC 2010 occupation by taking unweighted averages across all corresponding
occupations in O*NET 25.0 (2020). We match the occupations in the Swedish Occupational Register to
occupations in the Standard Occupational Classification 2010 (SOC 2010) by using the crosswalks from
Statistics Sweden (2016c) and BLS (2015), manually excluding some matches to improve accuracy. We
define the total importance of reasoning abilities and knowledge for each occupation in the Swedish Occupa-
tional Register by taking employment-weighted averages across all corresponding SOC 2010 occupations,
using May 2018 OES employment estimates (BLS|2019) as weights. Heuristic descriptions, written by us,
are applied to all occupations with total importance of reasoning above 0.65 and a share of earnings in 1962
of least 0.01. This figure includes information from the O*NET 25.0 Database by the U.S. Department
of Labor, Employment and Training Administration (USDOL/ETA). Used under the CC BY 4.0 license.
O*NET® is a trademark of USDOL/ETA. We have modified all or some of this information. USDOL/ETA
has not approved, endorsed, or tested these modifications.
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Chapter 2

Adoption of Medical
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Evidence from Sweden™
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2.1 Introduction

This paper studies technology adoption in healthcare. There can be substan-
tial variation in the adoption patterns of medical innovations, such as new
medicines (Skinner & Staiger, 2015). As a striking example, consider the
adoption in the United States of beta blockers, inexpensive drugs for treating
high blood pressure. A meta-analysis from 1985 concluded that long-term use
of beta blockers can reduce one-year mortality rate after a heart attack by 25
percent (Yusuf et al., 1985 p. 366). Yet, in 2000-2001, the share of Medicare
fee-for-service beneficiaries who received beta blockers at hospital discharge
after a heart attack ranged from 57 to 95 percent across states (Jencks et al.,
2003} Tables 2 and 3)]T]

Understanding to what extent the adoption of medical innovations varies
across hospitals and patient groups is important because slow adoption is costly
when new treatments substantially improve over existing ones. The resulting
costs can be health-related, due to increased mortality and morbidity, and fis-
cal due to e.g. reduced work capacity and increased take-up of social benefits.
Differences between socioeconomic groups in the adoption to medical innova-
tions may also contribute to disparities in access to high-quality healthcare and
widen health inequalities (e.g., Chetty et al., [2016; Finkelstein et al., 2021}
Mackenbach, [2012; Zhang et al., 2010). Differences in adoption may also
help explain geographic differences in healthcare spending (e.g., Badinski et
al., 2023} Finkelstein et al.,[2016).

In this paper, we use Swedish register data to show that there is sizable
variation in the adoption patterns of medical innovations across hospitals and

socioeconomic groupsE] For a set of 58 novel medicines introduced between

ILarge variations in technology adoption are not unique to the healthcare sector. Similar
patterns hold within and across countries and in contexts such as agriculture, manufacturing,
and transportation. Pioneering studies on technology adoption include Coleman et al. (1957),
Griliches (1957), and Mansfield (1961). Surveys include Skinner and Staiger (2007)), Foster
and Rosenzweig (2010), Comin and Mestieri (2014), and Miraldo et al. (2019).

2By "medical innovations", we refer to clinical innovations, specifically new anatomical
therapeutic chemical (ATC) codes. Studies focusing on organizational innovations, such as elec-
tronic medical records and remote healthcare services, include e.g. Miller and Tucker (2011),
Zhou et al. (2021), and Dahlstrand (2023)).
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January 2005 and January 2014 related to 47 health conditions, we document
large variation in adoption patterns hospitals and socioeconomic groups for
diverse health conditions, ranging from cardiovascular diseases to lung dis-
eases to attention deficit hyperactivity disorder (ADHD). We then use a novel
antiplatelet medicine for the treatment of heart attacks that saw widespread
adoption during our analysis period as a case study to argue that disparities in
adoption rates of novel medicines across socioeconomic groups may contribute
to health disparities.

Our analysis combines individual-level Swedish register data on inpatient
care visits, outpatient care visits, and prescription drug purchases with regis-
ter data on socioeconomic background and labor market histories. For each
healthcare visit between 1998-2014, we observe the healthcare provider, ad-
mission and discharge dates, as well as diagnosis and procedure codes associ-
ated with the visit. For each drug purchase between 2005-2014, we observe
the active substance (ATC code) of the drug, dates of purchase and prescrip-
tion, and the total cost (including subsidies) of the drug.

Using the data on drug purchases and the marketing authorization dates of
medical products, we identify a set of 58 novel medicines (new ATC codes)
introduced between January 2005 and January 2014. Our set of drugs covers
47 distinct health conditions, including prominent ones such as cardiovascu-
lar conditions (e.g., heart attacks and atrial fibrillation), lung diseases (e.g.,
COPD), and diabetes. For each drug, we approximate the target patient group
by mapping the indications of each to diagnosis and procedure codes included
in the register data. We then measure adoption by matching dates of healthcare
visits with the prescription dates of purchased drugs. We measure adoption at
the hospital level by tracking the share of patients visiting a given a hospital
who purchase novel medicines.

Our analysis proceeds in three steps. First, we document large heterogene-
ity across hospitals in the adoption rates of novel medicines. For example, at
the end of our analysis period, the adoption rate of novel medicines for hos-
pitals at the 90th percentile was roughly three times as large as the adoption

rate for hospitals at the 10th percentile. Similar patterns hold when looking
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at specific patient groups, such as heart attack, atrial fibrillation, or chronic
obstructive pulmonary disease (COPD) patients.

Second, we document a positive association between the patient’s income
rank (measured before the healthcare visit) and the adoption rate of novel
medicines for a diverse set of health conditions. Pooling across all our novel
medicines, we find that moving from the bottom to the top income percentile
increases the probability of purchasing a novel medicine by roughly 0.1 per-
centage points, or 10 percent relative to the average adoption rate. This pattern
holds across diverse health conditions, ranging from cardiovascular diseases to
lung diseases to ADHD.

Third, we use a case study to study the potential consequences of the varia-
tion in adoption patterns on health disparities between socioeconomic groups.
We focus on first-time heart attack patients and a novel antiplatelet drug (tica-
grelor) that saw widespread adoption over our study period. Combining mor-
tality estimates from the drug’s pivotal clinical trial (Wallentin et al., 2009)
together with our estimates, we find that equalizing adoption rates between
the top and bottom income deciles could have reduced the gap in 12-month
survival rates by 1.2 percent over the period we study.

Finally, we explore some factors that potentially related to the variation in
adoption pattersn. In particular, we explore if delayed information in the form
of old guidelines causes delays. Using an event study exploiting variation
in when the antiplatelet drug is included in regional guidelines, we do not
find evidence of the guidelines affecting the prescription share of the drug.
We also investigate whether faster-adopting hospitals have better management
practices using survey data from Bloom et al. (2014), but do not find evidence
of a correlation. This leaves open the question of the what causes the variation
in adoption patterns.

Although our analysis is subject to important caveats, we see our findings
as suggesting that differences in the adoption rates of novel medicines can
contribute to health disparities at least in the context of cardiovascular diseases,
which have been identified as one of the main drivers of the increase in the

life expectancy gap between the rich and poor in Sweden (Fors et al., 2021}
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Hederos et al., 2018; Astrom, Franks, & Sundquist, 2018} Astrém, Sundquist,
& Sundquist, 2018) as well as other countries such as Denmark (Dahl et al.,

2021)) and Norway (Kinge et al.,[2019).

Related literature. Our paper makes two main contributions. First, we add
to the literature on the adoption of medical innovations and on technology
diffusion in general. Relative to existing studies that typically focus on a rela-
tively small number of innovations (e.g., Agha & Molitor, 2018 Arrow et al.,
2020; Korda et al., 2011} Skinner & Staiger, 2015)), we contribute by studying
the adoption patterns of a wide set of medical innovations. In particular, we
show that adoption rates vary across hospitals and socioeconomic groups for a
wide set of health conditions.

Second, our work relates to the large literature on socioeconomic dispari-
ties in health in developed countries (e.g., Banks et al.,|2021; Bosworth, 2018}
Chetty et al.,2016). A prominent theory for why these health inequalities per-
sist is that individuals with high socioeconomic status have better access to
medical innovations and are faster to adopt them (e.g., Lleras-Muney & Licht-
enberg, 2005; Mackenbach, [2012). We contribute by documenting disparities
between socioeconomic groups in the adoption of novel medicines and using
a case study to evaluate how important these disparities can be for explaining

health inequalities between socioeconomic groups.

Outline. This paper proceeds as follows. Section [3.2] describes the institu-
tional setting. Section[2.3]describes our data sources, explains how we choose
the set of novel medicines for the analysis, and how we measure their adoption.
Section [3.5] describes the adoption of the novel medicines and highlights vari-
ation in adoption patterns across hospitals and socioeconomic groups. Section
[2.5]uses a novel antiplatelet medicine as a case study to evaluate the potential
the health costs and effects on health disparities of the variation in adoption

patterns. Section [3.6|concludes.
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2.2 Context

We first describe relevant features of the Swedish healthcare system and then

describe how new medicines are introduced and priced.

2.2.1 Healthcare System

Organization. Sweden has a universal healthcare system. The system is
mainly financed by taxes, but also by state subsidies and user fees. Total
health expenditures grew from 7.9% to 11.5% of GDP between 2001 and 2020
(Statistics Sweden, 2022b)). Roughly 80% of total health expenditures are pub-
lic expenditures. Private health expenditures mostly consist of out-of-pocket
user costs (Anell et al., 2012] pp. 49-58).

The healthcare system is decentralized with three independent levels: the
national, the regional (21 regions), and the municipal (290 municipalities) lev-
els (Bjorvang et al.,[2023). Municipalities are responsible for providing nurs-
ing home care, social services, and elderly housing services. Regions are re-
sponsible for healthcare provision. They finance this mainly by levying taxes,

but also with state subsidies and revenue from user fees.

Healthcare provision. Primary care and specialized outpatient care (care
by medical specialists, such as surgeons, orthopedics, and physiotherapists)
are provided by roughly 1,100 primary care units (in 2020), roughly 40% of
which are private (Sveriges Kommuner och Regioner, 2021}, p. 30). Inpatient
care is typically provided by university hospitals (7 in total), regional hospitals
(around 20), and local hospitals (more than 40). Most hospitals are public, but
regions can have contracts with private hospitals. In both cases, the patient
fees are subject to the same rules [}

Patient fees are low, being at most 100 SEK for inpatient visits and 350
SEK for specialized outpatient visits, and varying from 100-250 SEK across

counties for primary care visits in 2017 (Pontén et al., 2017). All residents

3There are also a small number of private hospitals without a contract with the state, re-
gions, or municipalities, at which patients pay for the cost of care and treatment in full.



2.2. CONTEXT 99

are automatically covered by a public and uniform prescription drug insurance
scheme (see e.g., Wikstrom, 2023). Both patient and prescription drug fees
have ceilings for out-of-pocket expenditures that reset after 12 months of the
first visit/purchase of the coverage period. In 2017, the ceiling for prescription
drug expenditures was 2200 SEK while the ceiling for patient fees ranged from
900-1100 SEK across counties (Pontén et al.,|[2017).

Patient choice. Patients have been allowed to choose any public or private
primary healthcare provider, and a specific general practitioner if they want,
accredited by their region of residence since 2010. Before 2010, patients’
ability to choose a provider was not codified into law but instead varied by
region and municipality (Anell et al.,|[2012| pp. 44-45, 110-112).

2.2.2 Introduction and Pricing of New Medicines

The introduction of new pharmaceutical products proceeds in two steps.

Marketing authorization. First, the Swedish Medical Products Agency (SMPA,
“Likemedelsverket”), a government agency under the Ministry of Health and
Social Affairs, decides on the market authorization of new pharmaceutical
products and determines whether the product requires a prescription, and de-
termines which products are substitutable with each other (Likemedelsverket,
2024a), 2024b) These processes are harmonized with European Union (EU)
legislation, and the SMPA works in coordination with the European Medicines
Agency (EMA)E]

4Substitutable products must have the same active ingredients in the same amounts, have
the same dosage form, and be therapeutically equivalent. Pharmacies are required to offer
to replace a prescribed drug with its lowest-price substitute covered by the subsidy system
(Likemedelsverket, [2024b).

5The European Medicines Agency on average recommends approval for 38 novel drugs per
year, a figure similar to the average number (34) of novel drugs the Food and Drug Administra-
tion (FDA) approves per year in the United States. Market authorization in the EU is granted
by the European Commission, mostly following EMA’s recommendations with a delay of some
months. For the EMA, the above figure refers to the average number of positive opinions for
market authorization issued by EMA for new non-orphan medicinal products from 2011-2021
(European Medicines Agency [EMA],[20132017,/2021)). For the U.S., the above figure refers
to the annual average for the period 1993-2022, see Mullard (2022).
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Pricing and subsidization. Second, the Dental and Pharmaceutical Bene-
fits Agency ("Tandvards- och ldkemedelsféormansverket", TLV) decides on the
pricing and reimbursement of pharmaceutical products. For new products,
these decisions are made by the Pharmaceutical Benefits Board ("Likemedels-
formansnamnden"), a separate government-appointed board of experts within
TLV

When applying for a new medication to be included in the reimburse-
ment (high-cost protection) system, a company needs to state the retail price
at which they wish to sell the drug, specify the patient group(s) for which
they wish the reimbursement coverage to apply, and provide a health eco-
nomic analysis. According to the guidelines (TLV, 2003), the health economic
analysis needs to identify relevant comparison treatments, cost-effectiveness
estimates, and a description of analyses leading to these estimates.

Decisions of the Pharmaceutical Benefits Board over which new medi-
cations to include in the reimbursement system have to abide by three crite-
ria, namely that the decisions do not discriminate based on age, gender, race,
etc. (the human value principle), that patients with more severe diseases are
given priority (the need and solidarity principle), and that the cost of using the

medicine is reasonable (the cost-effectiveness principle).

2.3 Data and Measurement

2.3.1 Data Sources

We combine register data on healthcare visits and drug purchases with data on

socioeconomic characteristics as described below.

Health records. We use register data on inpatient and outpatient care vis-

its from the National Patient Register (Patientregistret; Socialstyrelsen, [2022a),

SProcessing times of pricing and reimbursement decisions for new medications at TLV
are by law not allowed to exceed 180 days. The average processing time for new original
medications was 129 in 2022 (TLV, 2022} Table 1.2), up from 90 days in 2005 (TLV, 2005}
Table 2). The number of decisions increased from 41 in 2005 to 61 in 2022.
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2022b)) provided by the Swedish National Board of Health and Welfare (So-
cialstyrelsen). Data on inpatient care are available from 1998 to 2014. Data on
outpatient care are available from 2001 to 2014 and are limited to specialized
outpatient care visits only. Primary care visits are not included.

For each visit, we observe dates of admission (for all visits) and discharge
(for inpatient visits), an identifier for the healthcare provider, the primary and
up to 29 secondary International Classification of Diseases 10 (ICD-10) diag-
nosis Code{] and up to 30 surgical and non-surgical procedure codes associated

with the ViSitEI The data do not contain information about physicians.

Drug purchases. We use individual-level data on drug purchases from out-
patient pharmacies from the National Prescribed Drug Register (Ldkemedel-
sregistret; Socialstyrelsen, 2022¢c)) maintained by the Swedish National Board
of Health and Welfare. These data are available for the period from July 2005
to October 2015. For each purchased product, we observe the date of purchase,
date of prescription, the price, and the active substance recorded as a 7-digit
Anatomical Therapeutic Chemical (ATC) code. We do not observe unfilled

prescriptions.

Socioeconomic characteristics. We obtain information on socioeconomic
characteristics from several register data sets provided by Statistics Sweden.
From the Total Population Register (Statistics Sweden, |2023b), we obtain in-
formation on gender, year of birth, whether the individual was born in Sweden
or not, as well as identifiers for the individual’s parents. From the Longitudinal

Integrated Database for Health Insurance and Labour Market Studies (LISA;

TTo account for revisions to ICD-10 codes over time, we collect data from Centers for Dis-
ease Control and Prevention (2021), WHO Collaborating Centre for Drug Statistics Methodol-
ogy (2022a},2023), and Nordic Casemix Centre (2023a).

8Procedures are recorded using the Classification of Healthcare Procedures system (Klassi-
fikation av vardatgirder, KVA) and are categorized into medical procedures (using the Classifi-
cation of medical procedures system; Klassifikation av medicinska atgirder, KMA) and surgical
procedures (using the Classification of surgical procedures system; Klassifikation av kirurgiska
atgirder, KKA). Surgical procedure codes are based on the NOMESCO Classification of Surgi-
cal Procedures (NCSP) system used in the Nordic countries. We collect information on revisions
to and names of procedure codes from Nordic Casemix Centre (2023b) and Socialstyrelsen
(20234, 2023b).
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Statistics Sweden, 2022al), we obtain annual information on earnings and pen-
sions as well as the region of residence and the highest level of completed
education for the period 1990-2014. From the Register-Based Labour Market
Statistics (RAMS; Statistics Sweden, 2023al), we obtain annual information on

the individual’s salary and self-employment income.

Predicted mortality. To obtain a proxy for the individual’s health status at
the time of a healthcare visit, we use our register data to train a prediction
model for the probability that the individual dies within 12 months of the ad-
mission date of the healthcare visit. Appendix [2.A]discusses the construction
and out-of-sample performance of the model in detail. The prediction model is
an ensemble of three prediction models (LASSO, random forest, and gradient-
boosted regression tree). Our prediction algorithm (summarized in Appendix
Figure[2.T)) closely follows Mueller and Spinnewijn (2023)) and choices of pre-
dictors are similar to Makar et al. (2015) and Einav et al. (2018). The model
achieves an out-of-sample performance similar to existing mortality prediction
models (Einav et al., 2018; Makar et al., 2015]) as measured by the area under
the receiver operating classification curve (AUC), see Appendix Figure[2.2]

Measuring socioeconomic status. As the measure of socioeconomic status,
we use the individual’s income rank. Specifically, we use the percentile rank
in the national income distribution measured in year t — 2, where ¢ is the year
of admission of the healthcare visit. By measuring the income rank before
the admission year, we avoid the income rank being spuriously correlated with
health shocks (cf. Chetty et al., 2016). We define percentile ranks separately
by gender and year of birth. Because we can only measure income from 1990
onwards, we use the sum of old-age pensions and labor market earnings over
all available ages from age 30 onwards as our income measure. We exclude

individuals for whom we observe income for less than three years.
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2.3.2 Choosing Novel Medicines and Measuring Adoption

Definition of a novel medicine. We define a novel medicine as a new Anatom-
ical Therapeutic Chemical (ATC) code. The ATC classification system groups
active substances according to the organ or system they act on and their thera-
peutic use. A novel drug has been typically assigned an ATC code by the time
it is granted marketing authorization in at least one country.

Two things about the ATC system are worth noting. First, an active sub-
stance may have more than one ATC code if the substance has multiple dif-
ferent uses. Second, if a medicine uses a combination of active substances,
this combination can have its own ATC code. Therefore, a new ATC code
refers either to a new active substance, a new therapeutic use of an existing ac-
tive substance, or a new combination of existing active substances (see WHO
Collaborating Centre for Drug Statistics Methodology, 2022b). Note that this
definition of novel medicines excludes e.g. new generic versions of existing

branded drugs.

Measuring adoption. A limitation of our data is that we do not observe
information on who prescribed a purchased medicine. However, we can still
measure the adoption of novel medicines separately by hospital by merging the
data on inpatient and outpatient visits with the data on drug purchases based
on admission and discharge dates and drug prescription dates.

Specifically, for each visit, we merge all prescription drug purchases such
that the prescription date falls between the admission and discharge date and
the purchase date is either during the visit or within 7 days of the discharge
date. For each drug, we measure the adoption of the drug at a given hospital
by measuring the number of purchases by patients who were admitted to the
hospital.

To make sure patients in principle have a chance to purchase the drug,
we restrict attention to patients who survive for at least 7 days after being

discharged from the hospital.
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Choosing novel medicines and relevant patients. We collect information
on the marketing authorization dates of medicines from the National Repos-
itory for Medicinal Products (Nationellt produktregister for lakemedel, NPL)
of the Swedish Medical Products Agency (Likemedelsverket, [2023). We de-
fine the marketing authorization date of an ATC code as the earliest marketing
authorization date for a product with the ATC code as its active substanceﬂ

Given our definition of a novel medicine, we focus on novel medicines that
are introduced during the coverage of our data (marketing authorization date
between January 2005 and January 2014), for which we can follow adoption in
a meaningful way (observe purchases associated with in-/outpatient care visits
in > 6 months, with at least one month having > 50 purchases associated
with in-/outpatient care visits), and for which we can determine the patients
for which the medicine is indicated reliably in our data.

To determine the relevant group of patients for a given novel medicine,
we first determine the medicine’s therapeutic indications by consulting the
drug’s "European Public Assessment Report” (EPAR) published by the Eu-
ropean Medicines Agency as well as information on which patients the drug is
subsidized for by the Dental and Pharmaceutical Benefits Agency.

After determining the therapeutic indications for the drug, we then map
these descriptions as closely as possible to ICD-10 diagnosis codes and pro-
cedure codes included in the Patient Register data (Socialstyrelsen, [2022a
2022b). Whenever possible, we choose these codes by following sources (re-
ports, websites) published by the National Board of Health and Welfare or
published research articles that explicitly mention how specific health condi-

tions are mapped to diagnosis and procedure codes.

Overview of included medicines. Starting from the full list of unique ATC
codes included in the National Prescribed Drug Register (Socialstyrelsen,2022c),
Appendix Table summarizes the steps we use to choose the set of novel

medicines included in the analysis as well as the remaining number of novel

9Similarly, we collect information on subvention dates of medicines from TLV (2023) and
define the subvention date for an ATC code as the earliest subvention date for a product with
the ATC code as its active substance.


https://www.ema.europa.eu/en/medicines/what-we-publish-medicines-and-when/european-public-assessment-reports-background-and-context
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medicines after each step.

Our analysis includes 58 novel medicines related to 47 patient groups
(health conditions or procedures). Appendix Table [2.2] gives a summary of
all the included medicines (ATC code, name, product names, etc.) while Ap-
pendix Table [2.3| gives a summary of the patient groups included in the analy-
sis and how we define them. Appendix Figure shows a breakdown of the
novel medicines included in the analysis by the year they received marketing
authorization (were approved for sale) in Sweden

Our set of novel medicines covers diverse health conditions, ranging from
cardiovascular diseases (e.g., heart attack, atrial fibrillation, unstable angina) to
type-1 and type-2 diabetes, to chronic obstructive pulmonary disease (COPD)E-]
Several of the medicines — such as the direct oral anticoagulants apixaban, ri-
varoxaban, and dabigatran — have also been recognized as important as they
appear on the List of Essential Medicines maintained by the World Health Or-
ganization (World Health Organization [WHO], [2024)).

2.4 Results

2.4.1 Overall Adoption Patterns

Figure[2.1]A shows the overall adoption rate of the 58 novel medicines included
in our analysis by month of hospital admission, pooling all the patient groups.
The share of patients purchasing a novel medicine increases steadily over the
period for which we have data, reaching a share of roughly 2.6 percent at the
end of our data coverage.

The adoption rate picks up over time, which not only reflects the fact that
more novel medicines are introduced over time but also the fact that some of

the more prominent drugs included in the analysis were introduced around the

10Note that there is typically a gap of roughly 5-7 months between the month of marketing
authorization and when we start to see the drug being adopted, which is typically after the drug
receives subvention from the Dental and Pharmaceutical Benefits Agency.

'Note that the share of patients we drop with when restricting to patients who survive for
at least 7 days after hospital discharge varies by novel medicine and patient group, but typically
we exclude at most 1-2 percent of patients. However, for cancers, cardiovascular conditions,
and COPD the share is higher, roughly varying between 5-10 percent.
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Figure 2.1: Overall Adoption Patterns of Novel Medicines

Notes. This figure shows the overall adoption rate of the novel medicines included in our analysis, see
Appendix Table @ Panel A shows the adoption rate of all novel medicines, separately by year-month of
hospital admission. We define adoption as the patient purchasing at least one novel drug with a prescription
date between the admission and discharge dates of the healthcare visit within 7 days of discharge. We only
keep individuals who survive for at least 7 days after the discharge date. Panel B shows the adoption rate of
novel medicines separately for four patient groups (see Appendix Table @, separately by year-quarter of

hospital admission.
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years 2009-2011, such e.g. the antiplatelet medicine ticagrelor, and the direct
oral anticoagulants apixaban, rivaroxaban, and dabigatran (see Appendix Table
2.2).

However, this overall pattern masks substantial variation in the adoption
rate of novel medicines across different patient groups. While there are patient
groups, such as COPD patients (Figure 2.1B, panel i), for which the adoption
rate of novel medicines reaches a level similar to the overall adoption rate,
there are patient groups for which the adoption rate is considerably higher. For
example, panel (ii) of Figure [2.1B shows that for heart attack patients, one
of the new drugs included in our data (ticagrelor) saw widespread adoption
during our analysis period. This medicine is the one for which we see the
highest adoption rate during our study period, and we will study it in more
detail in Section

Another large patient group for which we see a considerable adoption rate
of new drugs is atrial fibrillation (Figure [2.1B, panel iii). For a long time, the
typical treatment, especially for those with a high stroke risk, has been the
anticoagulant drug warfarin. However, during our analysis period, a new class
of drugs called "direct oral anticoagulants", in particular apixaban, overtook
warfarin as the preferred choice of treatment for these patients (A. Chen et al.,
2020; Joglar et al., 2024).

In contrast, we see relatively low adoption of novel medicines in another
large patient group, namely type-2 diabetes patients (see Figure [2.1B, panel
(iv)). This might in part be driven by the fact that TLV subsidizes the new
drugs only for patients who have first tried other drugs, such as metformin or

insulin, or patients for whom these other drugs are not suitable.

2.4.2 Heterogeneity in Adoption Patterns

We see large heterogeneity in the adoption of novel medicines across hospitals.
Figure[2.2]A shows the mean and percentiles ranging between the 10th and
the 90th percentile of hospital-specific adoption rates of novel medicines drugs,

separately by year-quarter of the hospital visit. We focus on hospitals that we
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Figure 2.2: Heterogeneity in the Adoption Rate of Novel Medicines Across Hos-
pitals

Notes. This figure shows the distribution of hospital-specific adoption rates of the novel medicines included
in our analysis, see Appendix Table@ Panel A shows the mean adoption rate of all novel medicines as
well as percentiles of adoption rates, ranging from the 10th to 90th percentile, separately by year-quarter of
hospital admission. We only include hospitals that we observe in the data throughout our analysis period
and that have at least 100 visits related to the health conditions associated with our set of novel drugs,
leaving us with 92 hospitals. Panel B shows the same moments of the hospital-specific adoption rates of
novel medicines separately for four patient groups (see Appendix Table @, separately by year-quarter of
hospital admission. In each figure in Panel B, we only include hospitals that appear in the data in the data

throughout our analysis period and have at least 10 visits related to the patient group in each quarter.
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observe in the data throughout our study period and that have at least 100
visits related to the health conditions associated with our set of novel drugs.
This gives us 92 hospitals.

We see large variation of adoption patterns between hospitals. For exam-
ple, in the last quarter of our study period, a hospital at the 90th percentile had
an adoption rate of novel medicines of roughly 4.5 percent, which is nearly
twice as large as the median hospital and roughly three times the adoption rate
of a hospital at the 10th percentile. Rather than merely reflecting heterogeneity
in the patient mix, we see in Figure [2.2B that similar degrees of variation in

adoption patterns exist when looking separately at the same patient groups as

in Figure 2.1B.

2.4.3 Correlates of Novel Drug Adoption

Next, in Table[2.1| we look at to what extent the adoption of novel medicines is
correlated with patient characteristics. We ask whether these matter even after
accounting for hospital fixed effects as well as patient group fixed effects.

Two interesting things are worth noting in Table [2.1] First, the coefficient
on the income rank is positive and significant once hospital fixed effects are in-
cluded (columns 2-3). This suggests a positive income gradient in the adoption
of novel medicines, implying that moving from the bottom to the top percentile
of the income distribution increases the adoption rate of novel medicines by 0.1
percentage points, or 9.7 percent relative to the mean.

Table [2.1] also indicates a positive association between the adoption of
novel medicines and whether the patient is a medical doctor, as well as whether
s/he has a doctor in the familyE-I These findings are interesting given recent
work using Swedish data documenting that having a doctor in the family is re-
lated to higher investments in preventive healthcare (Y. Chen et al., 2022)) and

a lower adherence rate to medical guidelines (Finkelstein et al., 2022).

12We define a person as having a doctor in the family if s/he has a parent, child, or sibling
who is a medical doctor.



110 CHAPTER 2. ADOPTION OF MEDICAL INNOVATIONS

Table 2.1: Correlates of the Adoption of Novel Medicines

Dependent Variable: Purchases a Novel Medicine (mean = 0.01028)

Model: (1) 2) 3)

Variables

Female -0.0010*** (0.0002) ~ -0.001*** (0.0002) 9.5 x 1073 (7.28 x 10~)
Income Rank —3.83 x 1073 (0.0005)  0.001*** (0.0003) 0.001*** (0.0001)
Born Abroad 0.0003 (0.0003) 0.0005* (0.0001)  0.0002** (9.06 x 10~3)
Treated at University Hospital -0.004*** (0.001)

Medical Doctor 0.0008** (0.0004) 0.0009** (0.0004) 0.001*** (0.0003)
Medical Doctor in the Family -0.0002 (0.0002) 0.0002 (0.0002) 0.0003** (0.0002)
Fixed-effects

Age FEs Yes Yes Yes
Calendar Year-Quarter FEs Yes Yes Yes

Hospital FEs Yes Yes

Patient Group FEs Yes

Fit statistics

Observations 29,635,227 29,635,227 29,635,227

R? 0.00839 0.02504 0.06394

Clustered (Hospital FEs) standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1

Notes. This table presents estimated coefficients from regressions of an indicator for purchasing
a novel medicine drug against different sets of covariates along with standard errors clustered
at the hospital level. The sample pools all inpatient and outpatient care visits with an admission
date on or after July 1, 2005 related to the patient groups associated with the novel medicines
included in the analysis, see Appendix Table [2.3] The unit of observation is an inpatient or
outpatient care visit. We exclude individuals who die within 7 days of the discharge date of
the healthcare visit, see Section for details. We define a person as having a medical doc-
tor in the family if s/he has a parent, child, or sibling who is a medical doctor. We define a
person as being treated at a university hospital if his/her healthcare visit is at one of the follow-
ing hospitals: Karolinska universitetssjukhuset Solna, Karolinska universitetssjukhuset Hud-
dinge, Universitetssjukhuset i Linkoping, Universitetssjukhuset Orebro, Sahlgrenska univer-
sitetssjukhuset, Skanes universitetssjukhus Malmo, Skanes universitetssjukhus Lund, Skanes
universitetssjukhus Lund, Norrlands universitetssjukhus, Akademiska sjukhuset.
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2.4.4 Adoption Across Socioeconomic Groups

Figure [2.3] focuses on the association between the patient’s income rank and
the adoption of novel medicines documented in Table 2.1} Panel (i) of Fig-
ure [2.3] shows that the slope of the income gradient remains roughly similar
when excluding or including controls for age, gender, year-quarter of hospital
admission, and hospital fixed effects. With controls, the relationship between
income rank and the adoption rate of new drugs is also roughly linear.

Panel (ii) of Figure[2.3|shows the slopes of the income gradients separately
for each patient group included in our analysisE] Two patterns stand out from
the figure. First, we see that the positive association between income rank
and the adoption of novel medicines is not driven by a particular set of health
conditions, but instead can be seen across diverse conditions ranging from car-
diovascular conditions (heart attacks, atrial fibrillation, deep vein thrombosis,
etc.) to lung diseases (asthma, COPD) to ADHD. However, there are some
exceptions among prominent health conditions, such as for type-1 and type-2
diabetes for which we do not find evidence for an income gradient.

Second, we see that the largest income gradients are found for cardiovas-
cular conditions. Given that cardiovascular conditions have been identified as
one of the drivers behind increasing disparities in life expectancy between so-
cioeconomic groups in Sweden and other Nordic countries (Dahl et al., 2021}
Fors et al., |2021; Hederos et al., 2018; Kinge et al.,|[2019; Astrﬁm, Franks, &
Sundquist, 2018; /f\strijm, Sundquist, & Sundquist, [2018)), we next zoom in on
this patient group and turn to analyze the potential consequences of differences

in adoption rates of novel medicines for health disparities.

2.5 Potential Consequences: A Case Study

In this section, we assess the potential consequences of the observed differ-
ences in the adoption of novel medicines between hospitals and socioeconomic

groups. We present a case study that focuses on ticagrelor, the novel an-

13 Appendix Figure shows the slopes of the income gradients separately for each drug.
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(1) Pooling All Novel Medicines and Patient Groups
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Figure 2.3: Adoption Rate of Novel Medicines by Income Rank

Notes. Panel (i) shows estimates for the adoption rate of novel medicines separately by percentile rank
in the income distribution. The estimates are based on linear regressions of an indicator for purchasing a
novel medicine against income percentile rank dummies and other covariates. The gray square series shows
estimates without additional controls, while the black square series includes a female dummy, age FEs,
admission year-month FEs, and hospital FEs. The reported slopes of the income gradient are based on the
estimated coefficients for the income percentile rank from linear regressions of an indicator for purchasing
a novel medicine against the same sets of covariates as above. Panel (ii) shows estimated slope coefficients
for the income gradient separately for each of the patient groups associated with the novel medicines, see
Appendix Table @ The figure also shows the 95 percent pointwise confidence intervals for the slope
estimates, using standard errors clustered at the hospital level. The percentage share next to the name of the
patient group gives the mean adoption rate of novel medicines in the patient group. The red bar highlights

the estimated slope when pooling all patient groups.
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tiplatelet medicine for which we saw both the highest rate of adoption and the
largest differences in adoption rates between socioeconomic groups in Section
[3.5]and Appendix Figure[2.4]

We start by providing some context in Section[2.5.1]and then ask two ques-
tions. First, in Section[2.5.2] we estimate how many life-years would have been
saved had all hospitals adopted the drug at the rate of the fastest-adopting hos-
pital. Second, in Section [2.5.3| we estimate how much the gap in survival rates
between low-income and high-income first-time heart attack patients would
shrink if low-income individuals adopted the drug at the same rate as high-
income individuals.

Due to data limitations, we focus on the first 12 months following hospital
discharge after a first heart attack. Our analyses are subject to several caveats
that we highlight in Section[2.5.4 We therefore view our findings merely as

suggestive.

2.5.1 Context

Heart attacks. Heart attacks are among the most common causes of death
for both men and women in Sweden as well as most other developed countries.
Cardiovascular diseases have been identified as one of the main drivers of the
increase in the life expectancy gap between rich and poor in Sweden (Fors et
al., 2021; Hederos et al., 2018; Astrém, Franks, & Sundquist, 2018; Astrém,
Sundquist, & Sundquist, 2018) as well as other countries such as Denmark
(Dahl et al.,[2021) and Norway (Kinge et al., 2019).

About Ticagrelor. Ticagrelor (ATC BO1AC24) is an antiplatelet medicine
that prevents strokes and heart attacks by inhibiting the formation of blood
clots. During the period we study, the medicine was sold in Sweden by As-
traZeneca under the brand name Brilique.

In comparison to the previous standard of care clopidogrel (ATC BO1AC04),
ticagrelor is direct-acting, reversible, and has a stronger, more consistent, and
faster effect of preventing blood platelet formation. The main drawback re-

ported in the pivotal clinical trial (Wallentin et al.,|2009) was a higher bleeding
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Figure 2.4: Case Study Using a Novel Antiplatelet Medicine (Ticagrelor)

Notes. This figure provides descriptive evidence on the adoption patterns for ticagrelor, the case study medicine in Section[2.5] Panel (i) shows the share of first-time heart attack
patients (see Section 2.3.2] who purchase up ticagrelor or clopidogrel (black series), ticagrelor (green series), or clopidogrel (pink series) within 7 days of hospital discharge,
separately by month of hospital admission. Panel (ii) compares the national adoption rate of ticagrelor relative to clopidogrel (green dashed series) with the adoption rates for three
different hospitals. Numbers in parentheses next to the labels for each series indicate the average number (rounded to the nearest integer) of first-time heart attack patients per
month. Panel (iii) shows estimates for the adoption rate of ticagrelor separately by decile in the income distribution. The estimates are based on linear regressions of an indicator
for purchasing ticagrelor against income decile dummies and other covariates. The gray circle series includes fixed effects for age and year-quarter of hospital admission, the black
square series adds hospital fixed effects, and the red triangle series further adds dummies for tercile of predicted probability of death within 12 months of hospital admission. The
reported slopes are based on the estimated coefficients for income decile from linear regressions of an indicator for purchasing ticagrelor against the same sets of covariates as
above. The standard errors for the slope estimates clustered at the hospital level are given in parentheses. Panel (iv) shows the same types of estimates as in Panel (iii), but where
the outcome is now an indicator for dying within 12 months of hospital admission.
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risk. Ticagrelor is currently recommended over clopidogrel for treatment after
a heart attack by the European Society of Cardiology (Byrne et al., 2024)) and
the American College of Cardiology (Lawton et al., 2022).

The Dental and Pharmaceutical Benefits Agency added Brilique to the
high-cost protection scheme in June 2011. They motivated this decision by the
higher 12-month survival rate of patients who received ticagrelor relative to
patients receiving clopidogrel in the pivotal Phase-III clinical trial (Wallentin
et al.,[2009).

2.5.2 Aggregate Consequences

We focus our analysis on individuals aged 18 or older with a first observed
inpatient care visit with heart attack (myocardial infarction, ICD-10 I21) as the
main diagnosis who purchase either Ticagrelor or Clopidogrel within 7 days
of hospital discharge, mimicking the approach of the clinical trial conducted
by Wallentin et al. (2009)@ This allows us to assess the potential impact of
the observed differences in ticagrelor adoption on health outcomes, with the
clinical trial providing us with a direct measure of the benefits of ticagrelor
relative clopidogrel in reducing mortality and other adverse outcomes after a
heart attack.

We supplement the clinical trial outcomes using an event study design to
estimate the effect of receiving ticagrelor over clopidogrel on drug purchases
and healthcare use (see Appendix Figure [2.5). Specifically, we examine how
the total costs of drug purchases and the number of days in inpatient and out-
patient care change over time for individuals who receive ticagrelor compared
to those who receive clopidogrel after a first heart attack. This allows us to
capture the potential downstream health and cost impacts of the difference be-
tween socioeconomic groups in adoption rates of the medicine. The details on
the event study are in Appendix

We present the average benefits and costs of using ticagrelor relative to
clopidogrel in Table [2.2]

14Following Wallentin et al. (2009), we exclude individuals using anticoagulants.
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Table 2.2: Cost and Benefits of Using Ticagrelor vs. Clopidogrel — 1-year Hori-
zon

Measure Value Monetary Value
Medication Cost -4,200 SEK -4.200 SEK
Mortality 1.4% +16,800 SEK
Inpatient Days -0.21 +2,368 SEK
Sum of Benefits +14,968 SEK

While ticagrelor is more expensive than clopidogrel, with no other cost
savings from prescribing clopidogrel, individuals prescribed ticagrelor spend
more on medications on average. However, being prescribed ticagrelor has
benefits — it reduces the 1-year mortality rate by 1.4 percentage points, which
we value at 1.4 percent of the value of a year of life. This is a conserva-
tive estimate, as individuals may live for many years beyond the first year.
Furthermore, in Appendix we show that receiving ticagrelor over clopi-
dogrel reduces inpatient nights by 0.21, which we have also incorporated into
our cost-benefit calculation. Converting these benefits into monetary Valuesfjl
translates into cumulative benefits of 14,968 SEK per person.

Next, we conduct a counterfactual analysis to determine the potential ben-
efits if all hospitals were to adopt ticagrelor at the same rate as the fastest-
adopting hospital. In this leading hospital, 91.2% of heart attack patients
receive ticagrelor. If other hospitals matched this prescription rate, an addi-
tional 14,382 individuals would receive ticagrelor, resulting in benefits totaling
215,269,776 SEK.

2.5.3 Consequences on Health Disparities

Next, we consider the potential consequences for health disparities of closing
the income gradient in the adoption rate of ticagrelor relative to clopidogrel.
By how much would the gap in 12-month mortality rates between the top and
bottom income deciles shrink?

Figure 2.4(iv) shows that the 12-month mortality rates, adjusted by con-

15Sources for the valuation of the different components are given in Appendix
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trolling for gender, age, and year-quarter of heart attack, are 10.8% for the bot-
tom and 5.2% for the top income decile, respectively, a gap of 5.6 percentage
pointsE] At the same time, Figure iii) shows that the similarly-adjusted
adoption rate of ticagrelor is 5.8 percentage points higher in the top income
decile (51.6% vs. 45.8%).

Using the estimated effect of receiving ticagrelor over clopidogrel from
Wallentin et al. (2009), we find that equalizing the adoption rates in the top
and bottom deciles would shrink the adjusted gap in survival rates by 0.07

percentage points, or by 1.2 percent.

2.5.4 Caveats

Our analysis in this section is subject to two important caveats and the find-
ings should therefore be interpreted with caution. First, we assume that the
estimate of the medicine’s effect on 12-month mortality reported in the clin-
ical trial (Wallentin et al., 2009)) is valid for the group of patients who were
not prescribed ticagrelor. Although Wallentin et al. (2009) do not find signif-
icant heterogeneity in the effectiveness of the medicine across subgroups, the
effects of the medicine may differ from those in the clinical trial for example
if patients do not adhere as well to the treatment protocol as in the trial
Second, we have only focused on one determinant of the health-income
gradient, namely the gradient in health outcomes (here, survival rate) condi-
tional on a given health shock (here, heart attack). A comprehensive analysis
of the effects of differences in the adoption of medical innovations on health
disparities is very challenging as it needs to account for differences in the in-

cidence of different health shocks between socioeconomic groups as well as

16Note that it is important to adjust the income gradient in mortality rates by controlling for
gender and age fixed effects. As shown Appendix Figure 2.6] the unadjusted income gradient
in mortality rates is positive, but this is because individuals in higher income deciles experience
their first heart attacks at significantly older ages (see panel iv).

7For example, using the same Swedish administrative data as we do, Finkelstein et al.
(2022, Appendix Table A3) report an adherence rate of only 53 percent to the guideline recom-
mending heart attack patients to take statins for 12-18 months after the diagnosis. For compari-
son, the adherence rate to the treatment (ticagrelor) and control (clopidogrel) protocols reported
by Wallentin et al. (2009) is 83 percent.
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the potential spillover effects of reducing differences in morbidity and mortal-
ity from one health condition on other health conditions (cf. Dow et al., [1999;
Murphy & Topel, [2006). Such a comprehensive analysis is beyond the scope
of this paper.

We view our results merely as suggesting that differences in the adoption
of medical innovations may contribute to health disparities, even in countries

with extensive and highly subsidized healthcare systems such as Sweden.

2.6 Correlates of Hospital Level Differences

In this section we explore two possible sources for the differences in adoption
rates of novel medicines across hospitals: differences in management quality

and differences in medical guidelines.

2.6.1 Management Quality of Hospitals

The first potential source of the differences in adoption rates is differences in
the management quality of hospitals. To measure the quality of management
practices, we use the management quality scores for Swedish hospitals from
the World Management Survey (Bloom et al.,2014,/2020,/2021)). These survey
measures the adoption of best practices over operations, monitoring, targets,
and people management. These management quality scores range from 1 to
5, with higher scores indicating better management practices. The survey was
conducted in 2009 and the data include 56 hospitals.

Figure|2.5|shows no significant correlation between the management qual-
ity scores and the overall adoption rate of novel medicines. Figure [2.6] shows
a positive but statistically insignificant correlation between the management
quality score and the adoption rate of novel medicines for heart attack patients

(ticagrelor and prasurgel, cf. Figure [2.1]and Section[2.5)).
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Figure 2.5: Management Scores and the Adoption Rates of Novel Medicines

Notes. This figure shows a binned scatterplot of the relationship between the prescription rate
of novel medicines and hospital management practice scores from Bloom et al. (2020), using
data for the 56 hospitals for which we have management quality scores. We group the hospitals
to 10 bins due to data confidentiality reasons. We also report the slope from a linear regression
and the bivariate correlation coefficient between the management scores and the adoption rate

of novel medicines. Robust standard errors for both coefficients are shown in parentheses.
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Figure 2.6: Management Scores and the Adoption Rates of Novel Medicines for
Heart Attack Patients

Notes. This figure shows a binned scatterplot of the relationship between the prescription rate of
novel medicines for heart attack patients and hospital management practice scores from Bloom
et al. (2020), using data for the 56 hospitals for which we have management quality scores. We
group the hospitals to 10 bins due to data confidentiality reasons. We also report the slope from
a linear regression and the bivariate correlation coefficient between the management scores and
the adoption rate of novel medicines. Robust standard errors for both coefficients are shown in

parentheses.
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2.6.2 Medical Guidelines

Sweden is divided into 21 different healthcare regions, each of which inde-
pendently develops and publishes their own clinical guidelines on the recom-
mended use of various medicines for different medical conditions. The level of
detail in the lists, the time period covered, and the frequency with which lists
are updated vary by region. Apart from minor corrections such as correcting
factual or typographical errors, the lists are not substantially revised until the
publication of the next edition of the list. The only cases where a medication
might be removed from the list before a revision are when the medicine is dis-
continued (withdrawn from the market) and when the medicine is out of stock
for an extended time period.

We hand collected the lists of recommended medicines from 15 out of
21 healthcare regions in SwedenEg] Figure presents estimated coefficients
from an event study of the inclusion of ticagrelor into the regional guidelines.
The event is the first mention of ticagrelor in the respective regional guidelines,
while the outcome is the prescription share of ticagrelor among the hospitals
within the region. Figure shows that updating guidelines does not lead to
hospitals increasing their prescription share.

The lack of an effect can have multiple reasons. For one, doctors might
rely on different guidelines, such as the guidelines of the National Board of
Health and Welfare, the American Heart Association, or the European Soci-
ety of Cardiology. In particular, if the recommendation precedes inclusion of
ticagrelor in the regional guidelines, the effect of including the medicine in

regional guidelines is muted.

2.7 Concluding Remarks

We study the consequences of differences in technology adoption patterns in
healthcare using Swedish administrative data. For a set of 58 novel medicines

related to a diverse set of 47 health conditions, we find large variation in the

18The remaining 6 regions did not respond to our request or had a continuously updating
system that did not provide the older records we needed.
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Figure 2.7: Event Study Estimates of the Introduction of Ticagrelor in Regional
Guidelines

Notes. This figure shows the coefficients from an event study of the introduc-
tion of ticagrelor in regional medical guidelines. The guidelines are updated at
t = 0. The outcome is the prescription share of ticagrelor averaged across all
hospitals in the respective healthcare region. Appendix Figure shows the
prescription shares for ticagrelor separately for each region, along with when
the drug first appears in the region’s guidelines.

adoption patterns of the novel medicines across hospitals and socioeconomic
groups. In particular, we document a positive association between a patient’s
income rank and the probability of getting a novel medicine for health condi-
tions ranging from cardiovascular diseases to lung diseases to ADHD. Finally,
we use a novel antiplatelet drug and first-time heart attack patients in a case
study to argue that differences in the adoption rates of novel medicines between
socioeconomic groups can contribute to health disparities.

We close by highlighting three important avenues for future work. First, it
would be interesting to study the joint adoption patterns of novel drugs at the
hospital level. For example, is there a positive correlation between the adop-
tion patterns of different drugs, or are adoption patterns driven by comparative

advantage (as argued by Chandra & Staiger, |[2007,[2020} in the context of heart
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attack treatments)? It would also be interesting to expand the analysis to also
cover new medical procedures as well, such as laparoscopic surgeries.

Second, it would be important to analyze the fiscal effects of medical in-
novations since such effects are not typically accounted for when authorities
decide whether to subsidize novel drugs. Some papers, such as Jeon and Pohl
(2019) and Lazuka (2022), have attempted to estimate the effects of medical
innovation on labor market outcomes using indirect measures for the state of
medical knowledge (such as the number of new molecular entities), but such
intention-to-treat estimates are difficult to interpret.

Third, it is important to distinguish between the relative importance of
demand, supply, and institutional factors in explaining the variation in the
adoption of novel medicines. To distinguish physician-specific factors, such as
practice style (e.g., Molitor, [2018]) or incorrect beliefs (e.g., Cutler et al.,[2019),
from patient-specific and institutional factors, it would be important to add in-
formation on which physicians treat which patientsEyI Using such matched
physician-patient data, it could be possible to use a “mover design” that ex-
ploits physician moves between hospitals to distinguish physician-specific fac-
tors from other factors, along the lines of recent work by Molitor (2018)) and
Badinski et al. (2023)).

19For Sweden, such data exist in various National Quality Registers, such as the Swede-
heart register for cardiology (Jernberg et al.,[2010). These registers are maintained by several
organizations of healthcare professionals and patient representatives.
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Appendices

Appendix 2.A Details on the Mortality Prediction Model

This appendix provides details on our machine-learning mortality prediction
model. For a given inpatient healthcare visit, the model estimates the prob-
ability that the individual dies within 12 months of the admission date. Sec-
tion [2.A.1] describes in detail our prediction algorithm and which covariates
we choose. The prediction model is an ensemble of three prediction models
(LASSO, random forest, and gradient-boosted regression tree)EG] Our predic-
tion algorithm closely follows Mueller and Spinnewijn (2023)) and choices for
predictors are similar to Makar et al. (2015) and Einav et al. (2018). Section
evaluates the out-of-sample performance of the model.

2.A.1 Approach

Data and predictors. We use data on all inpatient care visits with an admis-
sion date on or after July 1, 2005. We keep visits for which we can follow the
patient for at least 12 months after admission and drop individuals with miss-
ing information on any of the covariates used to train the prediction models.
Our data contain 10,080,364 inpatient visits for which we observe a mortality
rate of 5.43% within 12 months of the admission date.

We use the following covariates as predictors:

* Demographic information: Age at diagnosis (in years), indicator for be-
ing female, and 282 indicators for the municipality (kommun) of resi-

dence in the year of the inpatient care visit.
* Healthcare use over the previous 12 months:

— Number of days spent in inpatient care in each of the previous 12

months before hospitalization (12 covariates).

— Number of days spent in outpatient care in each of the previous 12

months before hospitalization (12 covariates).

208ee e.g. Athey and Imbens (2019| Section 2.7) for a discussion of ensemble methods.
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* Health measures: 1,638 indicator variables for 3-digit ICD-10 diagnosis

codes associated with the inpatient visit.

Prediction algorithm. Our prediction algorithm splits the data into four mu-
tually exclusive random samples. Panel A of Appendix Figure[2.T|summarizes
the prediction algorithm and provides the sample size and observed mortality

rate in each sample.

o Test sample: We hold out 92.5 percent of the data and use this sample to
evaluate the out-of-sample performance of the prediction models. The
test sample is not used for training, tuning, or calibrating the prediction

models.

* Training sample: We use 7.5 percent of the data to train the predic-
tion models. We use a lower percentage share of the data to form the
training sample than is typically used in the machine learning literature
(e.g., 50-99%) to ensure training the prediction models is computation-
ally feasible. We further split the training sample into three mutually

exclusive subsamples as follows.

— Tuning sample: We use 80 percent of the training sample (i.e. 6
percent of the overall data) to train and tune parameters for the
LASSO, random forest, and gradient-boosted regression tree pre-

diction models (see below).

— Weights sample: We use 10 percent of the training sample (i.e.
0.75 percent of the overall data) to estimate weights associated
with the ensemble prediction model. The weights are estimated
with OLS using a linear regression model where an indicator for
dying within 12 months of inpatient care admission is regressed
on the fitted values from the LASSO, random forest, and gradient-
boosted regression tree models, omitting the intercept.

— Calibration sample: We use 10 percent of the training sample (i.e.
0.75 of the overall data) to calibrate the fitted values obtained us-
ing the weights associated with fitted values from each prediction

model to observed mortality rates (see below). The calibration en-
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sures that the predicted values from the ensemble model lie be-

tween [0, 1].

2.A.2 Training the Prediction Models

We use the tuning sample to train three prediction models that are then com-
bined to construct the ensemble prediction model. For each prediction model,
we tune relevant parameters with the R package caret (Kuhn, 2008) using 5-
fold cross-validation and the area under the receiver operating classification
(ROC) curve (AUC) as the performance metric. AUC is a commonly used
metric in the machine learning literature in general and in the mortality predic-
tion literature in particular (e.g., Einav et al., 2018} Makar et al.,[2015]).

The three prediction models we train are:

* A LASSO logistic regression model (called "LASSO" below) using the
R package glmnet (Friedman et al., [2010), for which we tune the reg-

ularization parameter A (option “lambda"). Our preferred model uses
A =0.00081.

* A gradient-boosted regression tree model (called “GB” below) using the
R package xgboost (T. Chen & Guestrin, |[2016)), for which we tune the
number of prediction trees (option "rounds"), the maximum depth of
each prediction tree (option “max_depth”), and the learning rate used to
update between trees 71 (option “eta”). Our preferred model uses 200
prediction trees (nrounds = 200), a maximum prediction tree depth of 3

(max_depth = 3), and a learning rate of 1 = 0.3 (eta = 0.3).

* A random forest model (called “RF below) using the R package ranger
(Wright & Ziegler, 2017), for which we tune the number of predictors
considered for each split within a tree (option "mtry") and the mini-
mum number of observations in each split of a prediction tree (option
“min.node.size”). Our preferred model uses 20 predictors for each split
within a tree (mtry = 20), and a minimum of 40 observations in each

split of a tree (min.node.size = 40).

Constructing the ensemble model. After training the three prediction mod-

els, we construct the ensemble model in four steps:
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1. First, using the weights sample, we estimate weights associated with
fitted values from each prediction model. Specifically, the weight p™
on prediction model m € {LASSO,RF,GB} is the OLS estimate for the

coefficient p™ in the linear regression model

yi = pHASSOGLASSO | [RF GRF 4 | GBGGE | ¢

where y; is the outcome for observation i, y;* is the fitted value for ob-
servation i from prediction model m, and &; is an error term. The es-
timated weights are pr4559 = (0.191928 for the LASSO model, pff' =
0.517278 for the random forest model, and p%8 = 0.440330 for the gra-

dient boosted regression tree model.

2. Second, using the calibration sample, we compute for each observation
a fitted value using fitted values from each prediction model and the
weights associated with each prediction model. We call the resulting fit-

araw __ ALASSO LASSO _|_pARFyRF +p AGB GB the "

ted value ;" = p raw fitted value"

for observation i.

3. Third, we use the calibration sample to group observations to 250 equal-
frequency bins (i.e. 250 quantile groups) based on the rank of raw fitted

y'™  We then calibrate the mean raw fitted value in each bin to

values y;
the observed mortality rate for observations in that bin. This is illustrated

by the black dots in Panel B of Appendix Figure

4. Fourth, we calibrate the raw fitted values lying between the bin-specific
mean raw fitted values by linearly interpolating the observed mortality
rates of each bin. This is illustrated by the dashed lines between black
dots in Panel B of Appendix Figure 2.1} For observations with a raw
fitted value below the mean raw fitted value of the lowest-ranked bin,
we calibrate the raw fitted values to the observed mortality rate in the
lowest-ranked bin. For observations with a raw fitted value above the
mean raw fitted value of the highest-ranked bin, we calibrate the raw
fitted values to the observed mortality rate in the highest-ranked bin.
This is illustrated by the arrows in Panel B of Appendix Figure [2.1]
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2.A.3 Out-of-Sample Performance

Panel A of Appendix Figure [2.2] shows a binned scatterplot of the actual 12-
month mortality rate against the predicted 12-month mortality rate using the
ensemble prediction model in the test sample. The panel also shows the line of
best fit from regressing a dummy for dying within 12 months of inpatient care
admission against the predicted mortality rate in the test sample. The ensemble
model seems well calibrated for both lower and higher predicted mortality
rates, although mortality rates are slightly underestimated for individuals with
a higher predicted mortality rate since the line of best fit lies above the 45-
degree line (dashed gray line).

Panel B of Appendix Figure|2.2|shows the receiver operating classification
(ROC) curve and the area under the ROC curve (AUC) for the ensemble pre-
diction model in the test sample. The model achieves an AUC of 0.88, which
is in line with other mortality prediction models in the literature (e.g., Einav
et al., 2018; Makar et al., [2015)). Intuitively, an AUC of 0.88 means that if
we randomly choose from the data an inpatient care visit where the individual
dies within 12 months of admission date and another visit where the individual
does not die with 12 months, the ensemble model predicts a higher mortality
risk for the individual who died with a probability of 0.88.

Appendix 2.B Event Studies to Estimate Downstream
Costs and Benefits

This section presents the event studies we use to estimate three downstream
effects of receiving ticagrelor over clopidogrel. We estimate the effects on (i)
the number of days in inpatient care, (ii) the number of days in outpatient care,
and (iii) the total costs of drug purchases over the first 12 months following a
first observed heart attack. Total costs of drug purchases include both out-of-
pocket expenditures and costs covered by prescription drug insurance.
Consider individual i who has a first observed heart attack in year-quarter
t at hospital g. Our goal is to estimate the effects of receiving ticagrelor over

clopidogrel. The equation of interest is

yisg7[ =a+ B NovelDrugl,g.l +Xl/,g,t'}/+ 5[ + II/Z,’ + 8i7g7t (2' 1)
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where NovelDrug; ., is a dummy equal to one if individual i picks up Ttca-
grelor rather than clopidogrel after the heart attack, & denotes year-quarter
fixed effects, Y, denotes hospital fixed effects, X; ¢, is a vector of individual-
level characteristicﬂ and &; ¢, is an error term. The coefficient of interest is
B, which gives the effect of receiving ticagrelor on the outcome of interest y; , ;
(say, days in inpatient care).

The concern is that an estimate of 8 in (2.1 using OLS will be biased,
even conditional on the included covariates, because who gets ticagrelor is
decided by the physician, who may also take the patient’s preferences into ac-
count. To address this endogeneity problem, we instrument NovelDrug; , , us-
ing NovelDrug ; ., the leave-one-out prescription share for ticagrelor among
all heart attack patients in hospital g at time ¢, except individual i F_ZI

For the leave-one-out prescription share NovelDrug_, ,, to be a valid in-

it
strument for NovelDrug; , ., it needs to be uncorrelated Wfth any unobserved
factors that are correlated with the outcome of interest, conditional on hospital
quality and the included individual-level characteristics.

Denote calendar time (year-month) by ¢ and denote event time, i.e. time
relative to the time of the health shock, by e = ¢ —t. Since our outcomes are
measured at multiple points in time, we estimate Equation (2.1)) separately for
each of the 12 months (specifically, 30-day intervals) before and after the heart
attack. This provides a way to assess the validity of the exclusion restriction by
looking at estimates for 8 in Equation (2.I)) in months before the heart attack
(that is, for e < 0). If these “placebo” coefficients differ meaningfully from
zero, it suggests the leave-one-out prescription share is an invalid instrument.

Appendix Figure shows IV estimates of 8 from Equation for the
three outcomes of interest, separately for event times e € {—12,...,12}\ {0}.

2lWe include the following covariates: dummies for age at the time of the heart attack, fe-
male dummy, dummy for undergoing percutaneous coronary intervention (PCI) during the heart
attack visit (ICD-10 code Z95.5), dummies for symptoms and other factors related to health sta-
tus (ICD-10 codes R[0-9][0-9] and Z[0-9][0-9]), and dummies for having a diagnosis code for
diabetes (E10, E11), COPD (J44), smoking (F17, Z72), and alcohol use (F10) associated with
the heart attack visit.

22Formally, the leave-one-out prescription share for is defined as

1

NovelD: ot = T
ovelDrug_; ., Nes =1

Z NovelDrug; , ;,
JENg i}

where N ; denotes the set of individuals experiencing a heart attack at hospital g at time .
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Appendix Table 2.4 presents the estimated coefficients.

Appendix 2.C Sources for the Valuation of Costs and
Benefits

See Appendix Table
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Appendix 2.D Supplementary Figures and Tables

Panel A: Schematic of the Prediction Algorithm
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Panel B: Calibration of the Prediction Model
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Appendix Figure 2.1: Construction of the Prediction Model

139

Notes: This figure describes the algorithm we use to construct the ensemble prediction model for mortality.
Panel A illustrates how we split the data on inpatient care visits into four mutually exclusive samples to
construct the ensemble prediction model. We set aside 92.5 percent of the data as a test sample that we use
to evaluate the out-of-sample performance of the model. We use 7.5 percent of the data as a training sample
to train and calibrate the ensemble prediction model. We use 80 percent of the training sample to train
the three prediction models (LASSO, random forest, and gradient-boosted regression tree) that are used to
construct the ensemble model. We use 10 percent of the training sample to estimate the weights associated
with predicted values from the three prediction models for the ensemble model. Finally, we use 10 percent
of the training sample to calibrate the ensemble model. Panel B illustrates how we calibrate the ensemble
model. See Appendix Section[2-A-T]for details.
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Panel A: Predicted vs. Actual Mortality Rates
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Appendix Figure 2.2: Out-of-Sample Performance of the Prediction Model

Notes. Panel A shows a binned scatterplot of predicted 12-month mortality rates against the actual 12-month
mortality rate for the ensemble prediction model using the test sample. The red line shows the line of best
fit from regressing a dummy for dying within 12 months of inpatient care admission against the predicted
12-month mortality rate using the test sample. Panel B shows the receiver operating classification (ROC)
curve and the area under the ROC curve (AUC) for the ensemble prediction model based on the test sample.
In both panels, the dashed gray line indicates the 45-degree line.
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Appendix Figure 2.3: Novel Medicines by Year of Marketing Authorization

Notes. This figure shows a histogram of the number of novel medicines in-
cluded in our analysis, separately by the year of marketing authorization, that
is, the year when the medicine was approved for sale in Sweden.



142 CHAPTER 2. ADOPTION OF MEDICAL INNOVATIONS

BO1AC24 ticagrelor (19.88%)

COSAEOl glyceryl trinitrate (13.06% —]
I06BA09 atomoxetine (3.16%,

D10AD53 adapa\ene combinations (7.64%) —

DO6AX13 retapamulin (5.04%, —

—

—

LO4AX02 thalidomide (4.65%)

RO1ADS58 fluticasone, combinations (2.00%)
NOBBA12 lisdexamfetamine (0.68%,

BO1AFO1 rivaroxaban (2.37%,

BO1AEO7 dabigatran etexilate (2.16%)

MO5BBO03 alendronic acid and colecalciferol (0.42%,
R03BBO5 aclidinium bromide (0.55%

N04BDO2 rasagiline (0.70%

BO1AF02 apixaban (1.81%,

RO3AK08 formoterol and beclometasone (0.50%);
BO1AC22 prasugrel (0.84%)

NO5AX13 paliperidone (0.40%)

S01BC11 bromfenac (4.89%

G04BD12 mirabegron (5.67%)

03XB02 ulipristal (0.85%)

S02CAO05 fluocinolone acetonide and antiinfectives (1.33%;
DO06BX02 ingenol mebutate (1.86%)

RO1AD12 fluticasone furoate (0.87%,

A0BAX05 prucalopride (0.14%)

GOABDll fesoterodine (3.14%

0SAE10 darunavir (1.47%,

Pooling all drugs (1.56%,

S01AA26 azithromycin (1.17%,

RO3BAO08 ciclesonide (0.20%,

RO3AK11 formoterol and fluticasone (0.25%) e

RO3BBO6 glycopyrronium bromide (0.20% H
AL0BXO7 liraglutide (0.14%

L04AX04 lenalidomide (0.05%) L

C01BDO7 dronedarone (0.14%

LO1XEO3 erlotinib (0.22%,

G03AB08 dlenogest and estradiol (0.15%

X22 agomelatine (0.32%)

RO3AK10 vilanterol and ﬂuucasone furoate (0.11%,
RO3AC18 indacaterol (0.43%;

MO5BX04 denosumab (0.60%, H

S01AE07 moxifloxacin (0.46%;

RO3DX07 roflumilast (0.09%,

NO7CA52 cinnarizine, combinations (0.02%)
SO1EEOS tafluprost (0.58%) Lol

GO03AA14 nomegestrol and estradiol (0.12%
A10AEO6 insulin degludec (0.02%;

AD8AXO01 rimonabant (0.05%;

A06ABS58 sodium picosulfate, combinations (0.01%)
NO2AX06 tapentadol (0.01%)

LO4ABO6 golimumab (0.06%,

N04BCO09 rotigotine (0.18%) HH

A10BHO1 sitagliptin (0.26%

SO01CAO01 dexamethasone and antiinfectives (0.09%)

JO5AR03 tenofovir disoproxil and emtricitabine (3.42%) i
RO3AL04 indacaterol and glycopyrronium bromide (0.30%) H
S02AA15 ciprofloxacin (2.34%);

S01BC10 nepafenac (11.75%,

T

Iz
TITT

JO2AC04 posaconazole (3.19%)
NO7BC51 buprenorphine, combinations (0.69%)

-0.04 0.00 0.04
Slope of income gradient (percentage points)
Note: Overall adoption rate in parenthesis. Includes following controls: female dummy, age FEs, year-month of admission FEs, and hospital FEs.

Appendix Figure 2.4: Slopes of the Income Gradient for Each Novel Medicine

Notes. This figure shows estimated slope coefficients, along with their 95 per-
cent confidence intervals, for the income gradient separately for each of the
novel medicines included in the analysis, see Appendix Table [2.2] The confi-
dence intervals are based on standard errors clustered at the hospital level. The
percentage share next to the name of the drug gives the mean adoption rate of
the drug. The red bar highlights the estimated slope when pooling all drugs.
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Appendix Figure 2.5: Event Study Estimates of Ticagrelor on Health-Related
Outcomes

Notes. This figure shows estimates for the effect of ticagrelor relative to clopidogrel among first-time
heart attack patients (see Section 2.3 and Appendix Z:B) based on estimates of Equation Z:1). Panels (i)
and (ii) use as outcomes the number of days spent in inpatient care and outpatient care in event month
e € {—12,...,12}\ {0}. Panel (iii) uses as outcomes the total monthly expenditures (in USD) on all drugs
(blue circle series) and all drugs except ticagrelor and clopidogrel (red square series) in event month e €
{—12,...,12}\ {0}. Horizontal line segments in each panel show the 95 percent pointwise confidence
intervals based on standard errors clustered at the hospital level.
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Appendix Figure 2.7: Ticagrelor Prescription Shares and Guideline Inclusions
by Healthcare Region

Notes. This figure shows for each healthcare region the prescription share for
ticagrelor before and after the guidelines were updated (red line).
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Appendix Table 2.5: Sources for Costs of Various Health Outcomes

Outcomes Value Source
Ticagrelor effect on 12-month  -1.17 (SE =0.32) Wallentin et al. (2009),
all-cause mortality (p.p.) Table 3 (row "Death from any cause").
Quality-adjusted life-year 1.2 million SEK  Hultkrantz and Svensson (2012)
Per-day cost of inpatient care 11,279 SEK Own calculations using data

for 2015 from Socialstyrelsen.
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3.1 Introduction

An extensive literature in the social sciences documents that job displacement
and unemployment are stressful events harmful to mental and physical healthE]
These adverse health consequences impose costs not only on the affected indi-
viduals but can also generate fiscal externalities through increased healthcare
use. One of the rationales for social insurance programs, such as unemploy-
ment insurance (UI), is to financially support individuals facing unemployment
and other adverse shocks (Chetty & Finkelstein, 2013; Diamond, |1977).

Although financial resources are strongly associated with healt}ﬂ it re-
mains unclear whether Ul can alleviate the negative health impacts of unem-
ployment. Knowing whether UI affects healthcare use sheds light on whether
the negative health impacts mainly reflect the decline in income after job loss
or whether other factors that affect independently of income, such as social
stigma or the loss of social contacts and identity (as emphasized by e.g., Ja-
hoda, |1982) matter more. Any health-related fiscal externalities alleviated by
UI should also be considered when determining the optimal level of unemploy-
ment insurance (e.g., Chetty, 2006). These fiscal externalities could be large
because individuals typically only pay a small share of the total costs of the
healthcare they receive and prescription drugs they purchase out—of—pocket

We study how the generosity of unemployment insurance affects benefit
recipients’ healthcare use using Swedish administrative data. Our research
design uses variation in Ul generosity created by benefit caps in a regression
kink design. We find little evidence that more generous unemployment benefits
affect healthcare use among people located close to kink points. This finding
is robust to different specification choices, and we do not find heterogeneity in
the effects on healthcare use across gender or age groups or between short-term
and long-term Ul recipients.

Our analysis builds on individual-level register data on unemployment spells,

I'See e.g., Jahoda (1982), Dooley et al. (1996), Sullivan and Von Wachter (2009), Wanberg
(2012), Brand (2015)), and Gathmann et al. (2022)). See Picchio and Ubaldi (2023)) for a meta-
analysis of the literature on health and unemployment.

ZFor reviews, see e.g. Cutler et al. (2012) and Lleras-Muney et al. (2024).

3For example, in 2016, out-of-pocket costs paid by households in OECD countries ac-
counted for 6% of total inpatient care expenses, 18% of outpatient care expenses, and 25%
of prescription drug expenditures (Organisation for Economic Co-operation and Development,
2019, Figure 2).
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unemployment benefit payments, and healthcare use. Our sample consists of
around 340,000 unemployment spells with a start date between March 5, 2005
and July 14, 2014. For each spell, we match information on weekly unemploy-
ment benefit payments and detailed register data on inpatient and outpatient
care visits and prescription drug purchases.

Our primary outcome measure is the total cost of healthcare use, which
captures the costs of inpatient and outpatient care visits and prescription drug
purchases. For drug purchases, we observe out-of-pocket costs and total costs,
including costs covered by prescription drug insurance. For inpatient and out-
patient care use, we measure the total costs of the visits by combining informa-
tion on the length and the Major Diagnostic Category (MDC) of the visit with
data on the national average costs of inpatient and outpatient visits for each
MDC. Our cost measure aims to capture the full costs of the resources used
(medications, materials, operations, etc.) during the visit as well as underlying
costs such as personnel and administrative costs.

To obtain exogenous variation in Ul generosity, we use a regression kink
(RK) design that exploits caps in the amount of daily benefits individuals can
receive. This non-linear policy rule produces a kink in the relationship between
daily benefits and the pre-unemployment daily wage at the point where the in-
dividual reaches the maximum benefit amount. Provided that individuals on
both sides of the kink are similar in terms of other determinants of healthcare
use, we can attribute any kinks in the relationship between healthcare use and
daily wage to a causal effect of unemployment benefits on healthcare use. We
provide evidence in favor of this assumption by showing that predicted out-
comes, pre-determined covariates, healthcare use before unemployment, and
the density of the daily wage evolve smoothly around kink points.

We find that the generosity of UI has little effect on the total costs of health-
care use among people located close to kink points. For example, over the first
100 days of the unemployment spell, the 95 percent confidence interval of our
preferred specification can rule out changes in the total costs of healthcare use
greater than 9 percent, changes in inpatient (outpatient) care costs greater than
13 (5) percent, and changes in total drug expenditures greater than 5 percent
in response to a 1 percent increase in daily unemployment benefits. This con-
clusion is robust to different specification choices. Moreover, this lack of an

effect on healthcare use holds for men and women, younger and older individ-
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uals, and short-term and long-term benefit recipients.

Related literature. Our findings contribute to a growing literature on the
effects of social insurance programs on the health and healthcare use of the
recipients and their family members (see, e.g. Levy & Meltzer, 2008}, Sun et
al., 2021} for reviews). Previous studies have analyzed the health and health
expenditure effects of disability insuranceﬂ health insuranceﬂ pensionﬂ and
social assistancel

The literature on how UI affects the health of the unemployed is more lim-
ited. Closest to our paper, Kuka (2020) finds using between-state policy vari-
ation in the U.S. that more generous Ul increased health insurance coverage
and expenditures, while Ahammer and Packham (2023) find that a nine-week
extension to potential Ul benefit duration in Austria reduced opioid and an-
tidepressant expenditures among women but not among men.

Relative to Kuka (2020) and Ahammer and Packham (2023)), we use a
more comprehensive healthcare cost measure that captures the full costs of in-
patient and outpatient care use and drug purchases, including costs covered by
the healthcare system. Our finding that more generous unemployment benefits
have little effect on healthcare use contrasts with the findings of Kuka (2020)
and Ahammer and Packham (2023)), which could be because we use a different
source of policy variation.

More broadly, our findings add to the large literature on the effects of job
loss on labor market and health outcomesﬂ An important yet understudied
question is to what extent unemployment insurance can mitigate the adverse
health effects of job lossﬂ Our findings suggest that more generous unem-
ployment benefits have little effect on recipients’ healthcare use, at least in
the Swedish context where the public healthcare system is relatively highly

subsidized.

4See e.g., Black et al. (2024), Gelber et al. (2023), and Wikstrom (2024).

5See e.g., Card et al. (2009), Brot-Goldberg et al. (2017), and Goldin et al. (2021).

6See e.g., Salm (2011)), Cheng et al. (2018), and Migliano et al. (2023).

7See e.g., Snyder and Evans (2006), Barham and Maluccio (2013), Aizer et al. (2016)), and
Hoynes et al. (2016).

8See e.g., Jacobson et al. (1993), Sullivan and Von Wachter (2009), Eliason and Storrie
(2009), and Kuhn et al. (2009).

“ An exception is Amorim et al. (2024) who find using a tenure-based RDD that access to
UI partly offsets the effects of job loss on mortality and hospitalizations in Brazil.
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Outline. The paper proceeds as follows. Section gives an overview of
the Swedish unemployment insurance and healthcare systems. Section
describes our data sources, analysis sample, and key variables. Section [3.4]
discusses the research design. Section [3.5] presents the main findings. Section

[3.6 concludes. Additional discussion and results are collected in an appendix.

3.2 Context

This section gives brief overviews of the unemployment insurance and health-

care systems in Sweden during our study period.

3.2.1 Unemployment Insurance

To qualify for unemployment insurance, individuals need to be registered at the
Public Employment Service, fulfill a work history requirement, actively seek
work, and be prepared to take a suitable offer for a job or a labor market pro-
gram. Individuals can receive unemployment benefits for up to 300 days (60
weeks), after which they have to participate in active labor market programs to
continue receiving benefits.

During our study period, statutory Ul was provided by 27 Ul funds that
were typically affiliated with trade unions. Although contributions to the Ul
funds are voluntary, membership rates were relatively high, ranging from 70—
83 percent of the labor force aged 16—64 (Inspektionen for arbetsloshetsforsikrin-
gen [TAF], 2024b)[]

Statutory UI consists of two parts. Basic benefits ("grunderséttning") pro-
vide a fixed amount unrelated to the individual’s pre-unemployment earnings.
During our study period, basic benefits were equal to 320 SEK per day, or
roughly 25-31 percent of the median wageE]

Our focus is on income-based benefits ("inkomstrelaterad erséttning") avail-

able to individuals who have contributed continuously to a Ul fund in the

19Membership rates fell by more than 10 percentage points following reforms in 2007-2008
that first sharply increased membership premia and then introduced an additional "unemploy-
ment fee" that partly tied the premia of each fund to the average unemployment rate of members
of that fund. Since 2007 membership rates have remained stable at around 70 percent, even
though the unemployment fee was repealed in 2014. See Kolsrud (2018) and Landais et al.
(2021).

T Own calculations based on data from Statistics Sweden (2024a).
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twelve months before unemployment. Income-based benefits replace a frac-
tion of the individual’s pre-unemployment daily wage up to a cap. This policy
rule creates a kink in the relationship between benefits and pre-unemployment
earnings, which we use as the source of variation in UI generosity as discussed
in Section [3.4[™]

Appendix Table [3.1| summarizes the parameters of the income-based Ul
during our study period. The daily benefit amount was capped at 680 SEK per
day, while the replacement rate was 80 percent for the first 200 payment days
and 70 percent thereafter. The benefit cap was fairly low, replacing roughly

53-65 percent of the median monthly WageE-I

3.2.2 Healthcare System

Sweden has a national healthcare system financed primarily by taxes and fea-
turing a high degree of subsidization for healthcare visits and prescription drug
purchases (e.g., Anell et al.,[2012; Bjorvang et al., 2023)113-] For example, out-
of-pocket costs paid by households accounted for 1 percent of total inpatient
care expenditures, 14 percent of outpatient care expenditures, and 28 percent of
prescription drug purchases in 2016 (Organisation for Economic Co-operation
and Development, 2019, Figure 2).

Patient fees for healthcare visits are relatively low, being at most 100 SEK
for inpatient visits and 350 SEK for specialized outpatient visits, and varying
from 100-250 SEK across counties for primary care visits in 2017 (Pontén
et al.,2017). All residents are automatically covered by a public and uniform
prescription drug insurance scheme where the share of out-of-pocket costs de-
clines with total yearly expenditures (see e.g., Wikstrom, 2023). Both patient
and prescription drug fees have ceilings for out-of-pocket expenditures that re-

set 12 months after the first visit/purchase of the coverage period. In 2017, the

12In addition to statutory UL, most unions offer their own, non-statutory UI schemes that
top up statutory UI for members who are eligible for statutory UL Between 69 and 78 percent
of the labor force belonged to a union during the period we study (Kjellberg, 2019, Table 3),
while 70 percent of all union members were eligible for non-statutory UI in 2009 through their
membership (Lindquist & Wadensjo, 2011, p. 17) Unfortunately, our data do not contain infor-
mation on which union (if any) an individual belongs to or whether the individual is eligible for
or receives non-statutory UI. We therefore only focus on statutory Ul in our analysis.

130wn calculations based on data from Statistics Sweden (2024a).

4For over-the-counter drugs and drugs not covered by the reimbursement scheme, individ-
uals generally pay the full price.
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ceiling for prescription drug expenditures was 2200 SEK while the ceiling for

patient fees ranged from 900-1100 SEK across counties (Pontén et al., 2017).

3.3 Data

This section describes our administrative data sources and how we define the
analysis sample and key variables. Appendix [3.A]describes how we measure

key outcomes in more detail.

3.3.1 Administrative Data

Unemployment spells. Our analysis builds on administrative data on regis-
tered unemployment spells obtained from the Hist_Aktso, Insper, and Sokatper
registers of the Swedish Public Employment Service (PES) (Arbetsférmedlin-
gen [AF], [20244) 2024b, 2024c). We observe information on the dates when
the unemployment spell is registered and deregistered at the PES, transitions
between different job seeker categories during the spell (open unemployment,
participation in a given labor market program, etc.), and the reason for dereg-
istering the spell

We define the start date of an unemployment spell as the date when the
spell is registered by the PES. We consider the spell to end when the spell is
deregistered by the PES (e.g., due to finding employment, exiting from the
labor force or to another social insurance program, or starting an education
program not offered by the PES)E’-]

Unemployment benefit payments. To each spell, we merge data on weekly
unemployment benefit payments from the ASTAT database of the Swedish Un-
employment Insurance Inspectorate (IAF, 2024a). For each payment week,
we observe the number of payment days, the daily benefit amount, the pre-

unemployment daily wage used as the basis for the benefit payments, and the

15 Appendix Table summarizes how we map job seeker categories and deregistration
codes to employment, unemployment, participation in a labor market program, other individuals
registered at the PES, and individuals deregistered from the PES.

1How we define the end of an unemployment spell differs slightly from Kolsrud et al.
(2018), who define a spell as ending if the person finds any type of employment (including
subsidized employment) or begins an active labor market program while still receiving unem-
ployment benefits and being registered at the PES.
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scheme (basic vs. income-based benefits) under which the unemployment ben-
efit payments were made.

We aggregate the resulting matched "unemployment spell x unemploy-
ment benefit payment" data to the unemployment spell level. For each spell,
we keep information on the daily wage and calculate the average daily unem-
ployment benefit amount and the average replacement rate (i.e. average daily
benefits divided by the daily wage) for three different periods: (i) the first 100
payment days, (ii) payment days 101-200 (if the person still receives benefits),
and (iii) payment days 201-300 (if the person still receives benefits).

Socioeconomic background. For each unemployment spell, we add infor-
mation on the individual’s socioeconomic background (age, gender, educa-
tional attainment, whether the person is married or cohabiting, having chil-
dren under age 18 at home, county of residence, and industry of highest-
paying employer if s/he had any) using data from the Longitudinal Integrated
Database for Health Insurance and Labour Market Studies (LISA), Total Pop-
ulation Register (RTB), and Register-Based Labor Market Statistics (RAMS)
databases of Statistics Sweden (2022}, 20234l 2023b). We measure these co-
variates at the end of the calendar year before the start of the unemployment

spell and use them to assess the validity and robustness of our regression kink
design in Section

Healthcare utilization. Our measures of healthcare use come from two reg-
isters of the National Board of Health and Welfare (Socialstyrelsen). First, we
obtain data on inpatient care and outpatient care visits from the National Pa-
tient Register (Socialstyrelsen, [2022b) [2022c). Primary care visits are not in-
cluded. For each visit, we observe dates of admission and discharge (the latter
only for inpatient care) and the associated Major Diagnostic Category (MDC).
Second, we obtain data on prescription drug purchases from outpatient phar-
macies from the National Prescribed Drug Register (Socialstyrelsen, 2022d)).
For each purchase, we observe the purchase date and the disaggregated total

costs of the purchase.
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3.3.2 Sample Definition

Our analysis uses data on the universe of unemployment spells with a start date
between March 5, 2007 and July 14, 2014 We restrict attention to spells
where the individual had turned age 20-64 in the calendar year before the start
of the spell because eligibility for income-based unemployment benefits be-
gins after turning age 20 and ends after turning age 65. We exclude spells
during which the individual only receives basic benefits, restrict attention to
those with a pre-unemployment daily wage between 150 SEK and 1,800 SEK,
and focus on the first 60 calendar weeks of the unemployment spellm We ex-
clude spells for which we are not able to match information on socioeconomic
characteristics, except for employer industry which we allow to be missing.

To analyze whether the effects of Ul generosity vary between short-term
and long-term benefit recipients, we estimate the effects separately for three
sub-periods: (i) during the first 100 payment days (using all spells), (ii) during
the next 100 payment days (i.e. payment days 101-200, using the 44.3 per-
cent of spells where individuals still receive benefits after 100 payment days),
and (iii) during payment days 201-300 (using the 22.0 percent of spells where
individuals still receive benefits after 200 payment days). For the first two sub-
periods, the kink point at which individuals reach maximum daily benefits was
at a daily wage of 850 SEK, while during the third sub-period, it was at 971.43
SEK (see Appendix Table [3.1)). For each of these periods, we measure health-
care use over the entire period, regardless of whether the individual receives
UI during the whole period[q]

3.3.3 Variable Definitions

We use the administrative registers to construct the main variables for our anal-
ysis. Unless stated otherwise, we deflate all cost variables with the overall
consumer price index (Statistics Sweden, |2024b)) using 2020 as the reference

year.

7We focus on this period because it is the longest one during which the rules of the income-
based UI scheme remained unchanged and for which we can measure our main outcomes.

18 A5 noted in Section unemployment benefits are initially granted for a maximum of
300 payment days (60 payment weeks).

19That is, for someone who e.g. only receives UI for 20 days (4 weeks) and then exits
unemployment, we measure their healthcare use over the first 100 days (20 weeks).
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Daily wage and daily benefit. We observe the daily wage and daily benefits,
two main variables used in our research design, directly in the administrative
data. The daily wage is calculated by PES employees based on the individual’s
earnings history before the unemployment spell, after which the daily benefit
amount is determined based on the daily wage and the number of payment days
the individual has used up during the unemployment spell. We measure both

variables in nominal terms because unemployment benefits are not indexed.

Inpatient and outpatient care use. Our first measure of healthcare use mea-
sures the number and total costs of inpatient and outpatient care visits that the
individual has over a given period. We compute the costs of a visit by combin-
ing information on a visit’s MDC code with information on the average per-
day costs of inpatient and outpatient care visits associated with that MDC
We measure these costs using data collected from the Swedish Association
of Local Authorities and Regions (Sveriges Kommuner och Regioner [SKR],
2023) and the National Board of Health and Welfare (Socialstyrelsen, [2023)),
using 2020 as the reference year (see Appendix for details) Appendix
Table [3.3] shows all 29 MDC codes used during our study period along with
their average per-day costs, separately for inpatient and outpatient care visits.
Our cost measure captures the broad costs of resources used during the
healthcare visits that the individual has over a given period. National guide-
lines stress that regions should attribute costs as closely as possible to a unique
patient and healthcare visit. Relevant costs include costs of operations and
procedures (surgeries, intensive care unit, X-rays, radiology, anesthesia, etc.),
lab examinations, and costs of medications and materials, but also underlying

costs such as those related to management, administration, facilities, and other

20Major Diagnostic Categories are groupings of Diagnosis Related Groups (DRG), which
in turn group healthcare visits to categories deemed similar in terms of resource use and hence
costs based on diagnoses, operations, and patient characteristics such as age and gender. The
DRG system is also used to monitor the cost-effectiveness and resource allocation of the health-
care system in many countries, including Sweden and the United States. See Socialstyrelsen
(2022a)).

ZIWe calculate the average per-day costs using information on costs per DRG point (which
measures the average overall costs of providing a unit of care), the average length of stay of
inpatient and outpatient care visits for each MDC, and average weights for each MDC. We use
the weights to scale costs per DRG point to get the average costs of inpatient and outpatient
care visits for each MDC code and then divide by the average length of stay to arrive at average
per-day costs. We calculate all averages at the national level. See Appendix@fer details.
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support functions. See SKR (2020) for a detailed discussion of the principles

and guidelines for the cost calculationEZI

Drug purchases. As our second measure of healthcare use, we measure the
costs of drugs purchased by the individual over a given period. We distinguish
between the total costs of the purchased drugs, the out-of-pocket costs paid by

the individual, and the costs covered by prescription drug insurance.

3.3.4 Summary Statistics

Table [3.1] presents descriptive statistics for the analysis sample as well as the
Swedish population aged 20-64. The analysis sample includes 340,955 un-
employment spells affecting 320,592 individuals. Relative to the population,
individuals in our sample are younger, less likely to be married or cohabiting,
less likely to have higher education, more likely to have worked in the manu-
facturing sector, and have similar gross earnings in the previous calendar year.
However, their costs of healthcare utilization and drug purchases are somewhat

lower than for the population.

3.4 Empirical Strategy

Intuition. We use a regression kink (RK) design that exploits variation in the
generosity of unemployment benefits created by the non-linear relationship
between benefits and pre-unemployment earnings. Under the income-based
UI scheme, the daily benefit amount is a piecewise linear function of the pre-
unemployment daily wage, replacing a constant fraction of the daily wage up
to a maximum.

This non-linear policy rule produces a kink in the relationship between
daily benefits and pre-unemployment daily wage at the wage at which the in-

dividual reaches the benefit capf‘r_g] Provided that individuals on either side of

22 A drawback of our measure is that the MDC codes are coarse since they group the roughly
800 DRG codes used in inpatient care and the roughly 600 DRG codes used in outpatient care to
only 29 categories. Unfortunately, we do not observe the DRG codes associated with inpatient
and outpatient care visits in our data.

23pyt another way, the replacement rate (daily benefits divided by daily wage) stays constant
as a function of the daily wage until it starts falling once the daily wage exceeds the wage at
which the benefit cap is reached.
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Table 3.1: Descriptive Statistics

Analysis sample Population 20-64 yo.
A. Socioeconomic status, previous calendar year Mean Std. Dev. P5 P50 P95 Mean Std. Dev. P5 P50 P95
Age 39.07 11.93 22,00 38.00 60.00 41.87 1291 22.00  42.00 62.00
Share female 0.45 0.50 0.00  0.00 1.00 0.49 0.50 0.00  0.00 1.00
Share married or cohabiting 0.35 0.48 0.00  0.00 1.00 0.41 0.49 0.00  0.00 1.00
Share with children under age 18 0.38 0.49 0.00  0.00 1.00 0.37 0.48 0.00  0.00 1.00
Share with higher education 0.28 0.45 0.00  0.00 1.00 0.37 0.48 0.00  0.00 1.00
Share in manufacturing sector 0.23 0.42 0.00 0.00 1.00 0.11 0.31 0.00 0.00 1.00
Gross earnings (kSEK) 257.00 12727 218 27253 44617 24743 248.32 0.00 251.64 599.10
B. Unemployment spell
Spell duration (weeks) 41.56 20.68 6.00 5257 60.00
Avg. replacement rate 0.67 0.13 0.45 0.67 0.80

C. Health-related outcomes, previous 12 months

Total costs of healthcare use (SEK) 1412421 68144.08 0.00 671.49 62733.14 18735.18 122126.54 0.00 722.12 75671.18
Inpatient and outpatient care

Total costs (SEK)

In-/outpatient care 12070.02  65016.16  0.00  0.00  54968.06 16136.83 118521.85 0.00  0.00  63464.38
Inpatient care 8141.18 6173143 0.00  0.00 38489.71 12059.01 11554291 0.00  0.00  52929.83
Outpatient care 3928.84 937483  0.00  0.00 1927027 4077.82  12180.13 0.00  0.00  19746.09
Number of visits
In-/outpatient care 1.38 4.54 0.00  0.00 6.00 1.60 8.58 0.00  0.00 7.00
Inpatient care 0.43 335 0.00  0.00 2.00 0.59 7.67 0.00  0.00 3.00
Outpatient care 0.96 2.30 0.00  0.00 5.00 1.00 2.84 0.00  0.00 5.00
Drug purchases (SEK)
Total costs 2054.19  15864.70  0.00 228.13 7654.33 259835 2235670  0.00 251.28 10059.63
Benefit costs 1367.84 1492450 0.00  0.00 544291  1870.02 2153245 0.00  0.00  7788.72
Out-of-pocket costs 686.63 470452 000 21573 2164.10  728.65 5046.66  0.00 236.38 2252.09
Observations 340,955 44,059,580
Individuals 320,592 6,745,753

Notes.  This table provides descriptive statistics of selected variables for the analysis
sample and the Swedish population aged 20-64 for the years 2007-2014. For the analysis
sample, the unit of observation is an unemployment spell. For the population, the unit of
observation is a person-year. Panel A shows statistics for selected socioeconomic covariates,
measured in the previous (analysis sample) or the same calendar year (population). Gross
earnings refer to the sum of salary and self-employment income. Panel B shows statistics
related to the unemployment spell, only for the analysis sample. We cap the duration
of the unemployment spell at 60 weeks since we do not analyze healthcare use beyond
the first 60 weeks since the start of the spell. The average replacement rate refers to the
overall replacement rate over the first 60 weeks of the unemployment spell. Panel C shows
statistics for healthcare use (inpatient and outpatient care visits and drug purchases) over
the last 365 days before the start of the unemployment spell (analysis sample) or over the
previous calendar year (population). Total costs of healthcare use refer to the sum of the
total costs of inpatient and outpatient care visits and drug purchases. Total costs of drug
purchases refer to the sum of out-of-pocket costs and costs covered by prescription drug

insurance. Earnings and costs are deflated using the overall CPI with 2020 as the reference year.
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the kink are "similar", we can attribute any kinks observed in the relationship
between outcomes of interest (say, costs of healthcare use) and the daily wage
to a causal effect of more generous unemployment benefits. We discuss the
assumptions necessary for causal interpretation in detail below.

We use a fuzzy instead of a sharp RK design because actual unemployment
benefit payments do not in practice perfectly align with payments predicted by
the policy rule. Apart from measurement error, this non-compliance arises
because individuals may be subject to sanctions (payment suspensions) due to
e.g. inactive job search or failing to apply to a suitable job (Act 1997:238 §43,
cf. Svensk forfattningssamling [SFS], 1997)@

Identification. Following Card et al. (2015)), we consider the non-separable
model
Y :y(B*7W*aU)7

where Y is an outcome of interest, B* is the observed daily benefit amount(the
treatment variable), W* is the observed pre-unemployment daily wage (the
running variable), and U is a potentially multidimensional error term. We are

interested in the causal effect of a small increase in benefits B* on the outcome

Ay(B* W* U)
JB*

Under perfect compliance, received benefits B* would be determined by

Y, that is, on the partial derivative of Y with respect to B*.

the policy rule p min(W,w), where W is the actual daily wage, p is the re-
placement rate, and w = b/p is the daily wage at which individuals reach the
maximum benefit amount b. However, due to potential non-compliance, ob-

served benefit payments may differ from predicted payments,
B* =b(W,¢),

where the vector € allows for non-compliant behavior and is potentially cor-
related with U and hence Y. Similarly, we allow for measurement error in the

daily wage, that is, W* = W 4-e for e an error term.

24The administrative data on benefit payments are drawn from a system where UI fund em-
ployees report payments made to the unemployed and the daily wage used as the basis for these
payments, so measurement errors should be minimal. Payment suspensions and reductions are
rare as well: 0.54 percent of the unemployment spells in our analysis data are such that the
individual faces a suspension or reduction in unemployment benefit payments at least once.
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Our parameter of interest is the fuzzy RK estimand

N B lim. .. dE[Y|Wi:w*} —lim. dE[Y\Wz:w*]
e ﬁ _ l} _ wo—Ww dw* W =wo wo—w dw Wr=wg
Kt —x— lm. . dE[B*|W*=w*| im dE[B*|W*=w*] ’
Wo—W dw* W =wo Wo—W dw* Wr=wo
3.1

where B and B~ are the slopes of the conditional mean of Y to the right and
to the left of the kink point w, and k* and k~ are the slopes of the conditional
mean of B* to the right and the left of the kink point. That is, the RK estimand
(3.1) is equal to the change in the slope of the conditional mean of the out-
come Y at the kink point, divided by the change in the conditional mean of the
treatment variable B at the kink point.

Card et al. (2015/ Section 2.2.2. and Proposition 2) provide conditions suf-
ficient for the RKD estimand (3.1)) to identify a weighted average of marginal
effects of B on Y, with larger weights on groups with larger kinks in B at the
cutoff, groups more likely to be at the cutoff, and groups with less measure-
ment error in the assignment variable B (i.e., less non-compliance). In addition

to certain regularity conditions, identification relies on three key assumptions.

1. First stage. The average replacement rate (slope of the conditional mean
of the treatment variable B) changes at the kink point and there is a non-

negligible population at the kink point w.

2. Monotonicity. The direction of the kink in the assignment variable is the

db(w,e) . db(w,e)
Wt gy < My g =5

same for the whole population, that is, lim

for all e.

3. Smooth density of W. The density of the actual daily wage W, condi-
tional on the vector of unobserved heterogeneity (U, €), is continuously

differentiable in a neighborhood of the kink point w.

We test for the existence of a first-stage kink to assess the first two assumptions
(Card et al. 2015, Remark 4). The third assumption rules out deterministic
sorting just above or below the kink point w. We assess the validity of this
assumption in Section [3.5] by checking for discontinuities and kinks in the
densities of the daily wage W* and in the conditional means of pre-determined

covariates around the cutoff w (Card et al. 2015, Corollaries 1-2). We also
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check for any kinks in our outcome variables when measured before the start

of the unemployment spell.

Estimation and inference. Following the standard in the literature, we im-
plement the fuzzy RK design via local polynomial estimation (e.g., Card et al.,
2015, [2017; Gelber et al.,[2023)). The fuzzy RK estimator of 7 in (3.1) is

2Bl ¥ [f = (3.2)
Ry — &
where 37 and & for s € {+,—} solve the least squares problems
B* = min (WS —w) > K <’> ,
B 5 = i h
n’® 4 2 W* —w
K= mlnz B® — Z [3}‘(‘%"‘Y -w) s K (‘_w) ,
= 0 h
where s = — denotes quantities to the left and s = + to the right of the kink

point, p is polynomial order, K is the kernel function, and /4 is the bandwidth.

Following Card et al. (2017) and Gelber et al. (2023), our baseline esti-
mates are based on a local linear estimatOIFEI (p =1), a uniform kerne@ (ie.,
K(c) = $1{|¢| < 1}), and a mean squared error (MSE) optimal bandwidth
(Calonico et al., [2014al, 2014b) In Section we probe the sensitivity of
our estimates to the choice of bandwidth, polynomial order, and kernel. We
also compare estimates with and without adjusting for pre-determined covari-

ates following the approach of Calonico et al. (2019)F_EI

ZFor example, Pei et al. (2022) find in Monte Carlo simulations using data on Austrian UI
recipients that a local linear specification has a smaller asymptotic mean squared error than a
local quadratic specification for sample sizes up to 86 million observations. Our sample size is
considerably smaller than this.

26We prefer a uniform kernel over the boundary-optimal triangular kernel because the
asymptotic bias and variance of the RK estimator with a uniform kernel are not affected
by imposing continuity (Card et al.,|2012).

2TWe follow Gelber et al. (2023) and omit the regularization term of the Calonico et al.
(2014a) MSE-optimal bandwidth selector since Card et al. (2015 2017) argue it tends to pick
too small bandwidths in RK settings.

28While covariate adjustment is not necessary for RK estimates to be consistent, Ando
(2017) argues that including covariates can improve the efficiency when the relationship be-
tween the running variable and the dependent variable is non-linear.
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We present both conventional RK estimates and bias-corrected RK esti-
mates that correct for the asymptotic bias of the RK estimator under an MSE-
optimal bandwidth (see Calonico et al.,[2014b)). We only rely on bias-corrected
estimates for statistical inference. Bias-corrected estimates are based on a
quadratic bias estimator and robust standard errors that account for sampling
variation in the bias estimator. We cluster standard errors at the individual

level.

Estimates of interest. The fuzzy RK estimator 7 in (3.2) is equal to the esti-
mated change in the slope of average outcomes at the kink point (the reduced
form) divided by the estimated change in the slope of average received ben-
efits at the kink point (the first stage). We report estimates for the fuzzy RK
parameter ﬁfr — ﬁf and the first stage fcfr — K; . The first stage estimate tells
how average daily benefits change in response to a 1 SEK increase in the daily
wage. The fuzzy RK estimate 7 tells how the outcome changes on average in
response to a 1 SEK increase in daily benefits B*.
We also report the estimated elasticity of the outcome Y with respect to
unemployment benefits B at the kink point k,
A . B
Eyp=1TX 7 3.3)
where Y and B* are the means of the outcome Y and observed benefits B*
around the kink (using observations with a daily wage within 10 SEK of the
kink). The estimated elasticity gives the percent change in the outcome per
a 1 percent increase in daily benefits. For elasticities, we compute standard
errors via a non-parametric bootstrap with 100 replicates where we sample

unemployment spells with replacement.

3.5 Results

3.5.1 First Stage

We start by verifying that the regression kink design works in our setting. Fig-
ure [3.1|plots the average replacement rate (left column) and average daily ben-

efit (right column) as a function of the daily wage, using a bandwidth of 250
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SEK and 5 SEK bins. Panel A shows these relationships during the first 100
payment days of the spell, Panel B for payment days 101-200 (among those
still receiving benefits after the first 100 payment days), and Panel C for pay-
ment days 201-300 (among those still receiving benefits after the first 200
payment days). Red lines in each plot illustrate the relationship between the
variables predicted by the policy rules (cf., Appendix Table [3.1)). For all three
groups, it is apparent from Figure [3.1] that observed average replacement rates
and daily benefits closely follow those predicted by the policy rule, indicating
that non-compliance and measurement error in daily benefits or the daily wage

are not an issue.

3.5.2 Main Results

Total costs of healthcare use. We now turn to our main results. Panel A
of Figure [3.2] shows how the total costs of the UI recipient’s healthcare use
evolve around the daily wage kink. The outcome of interest is the sum of the
total costs of inpatient and outpatient care visits and drug purchases, measured
separately during the first 100 payment days (left column), payment days 101-
200 (middle column), and payment days 201-300 (right column).

None of the plots in Panel A indicate discontinuous changes in the slope of
average total healthcare costs at the kink points. Panel A of Table[3.2]confirms
this, showing that an increase in daily unemployment benefits has no statisti-
cally significant effect on total healthcare costs. For example, during the first
100 payment days, the 95 percent confidence intervals for the bias-corrected
coefficient without covariate adjustment (Table [3.2] Panel A, column 3) rule
out decreases or increases greater than 1.4 percent (9.3 percent) of the aver-
age total healthcare costs around the kink in response to a 1 SEK (1 percent)
increase in daily unemployment benefits. While these bounds are admittedly
wide, they still suggest that potential fiscal externalities, via reductions in re-
cipients’ healthcare use that could offset some of the costs from increasing
unemployment benefits, are not substantial.

Panel B of Figure[3.2]and Appendix Table [3.4]further show that the lack of
an effect on total healthcare use also holds when only focusing on the exten-
sive margin, i.e. whether the recipients had any inpatient or outpatient visits

or made drug purchases. It is hard to distinguish between non-linearities and
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Panel A: Payment days 1-100 (kink at 850 SEK)

(i) Average replacement rate (ii) Average daily benefit
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Panel C: Payment days 201-300 (kink at 971.43 SEK)
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Figure 3.1: Replacement Rate and Daily Benefit as a Function of the Daily Wage

Notes. This figure illustrates our research design by showing the average replacement rate (left column) and
average daily benefit (right column) as a function of the daily wage, our running variable. The figure uses
our analysis sample of unemployment spells with a start date between March 5, 2007 and July 14, 2014 (see
Section[3:3). Panel A shows these relationships during the first 100 unemployment benefit payment days of
the spell, Panel B shows them during payment days 101-200, and Panel C shows them during payment days
201-300. Panels B and C only use individuals who still receive unemployment benefits after 100 and 200
payment days, respectively. In each panel, the unit of observation is an unemployment spell. The panels
show binned scatterplots of the outcomes against the running variable using a bandwidth of 250 SEK and
5 SEK bins. Red kinked lines show the relationships between the daily wage, the replacement rate, and the

daily benefit predicted by the policy rules (see Appendix Table @
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Panel A: Total costs of healthcare use
Payment days 201-300
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Panel B: Any healthcare use
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Figure 3.2: Total Healthcare Use Around Daily Wage Kinks

Notes. This figure shows binned scatterplots of total costs of healthcare use as a function of
the daily wage, using a bandwidth of 400 SEK and 20 SEK bins. The figure uses the analysis
sample of unemployment spells with a start date between March 5, 2007 and July 14, 2014
(see Section [3.3)). Outcomes are the total costs of inpatient and outpatient care visits and drug
purchases (Panel A) and an indicator for having any healthcare use, i.e., total costs of healthcare
use being greater than zero (Panel B). We show plots separately for payment days 1-100 (left
column), payment days 101-200 (middle column), and payment days 201-300 (right column)

of the unemployment spell. In each column, the unit of observation is an unemployment spell.

actual kinks in the binned scatterplots from Figure [3.2B, and the estimates in
Appendix Table [3.4] indeed do not indicate evidence for discontinuous slope
changes. For example, for the first 100 payment days, the 95 percent confi-
dence interval for bias-corrected estimates without covariate adjustment rules
out changes greater than 0.2 percentage points in the probability of having any
healthcare use in response to a 1 percent increase in daily benefits (Appendix
Table[3.4] column 3).

Inpatient and outpatient care use. The lack of an effect on the total costs of
healthcare use could be the result of opposing effects on inpatient care visits,

outpatient care visits, and drug purchases that cancel out. However, Figure
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Table 3.2: Effect of Unemployment Benefits on Costs of Healthcare Use

Panel A: Total costs of healthcare use

Payment days Payment days Payment days.
1-100 101-200 201-300

Local linear -+ Bias correction  Local linear + Bias correction  Local linear + Bias correction  Local linear -+ Bias correction  Local linear + Bias correction  Local linear + Bias correction

First stage estimates
Change in daily benefits 07651707290 077307 07206 072007 06847 07191 06845 066 06196 06493 06177
per 1 SEK daily wage
©.00183) ©.01817) (0.00094) (0.02648) (0.00825) (0.01535) (0.00847) ©.01561) (0.00682) (0.01497) 0.00677) (0.01388)
Fuzzy RK estimates
Change in outcome 24876 72740 20589 146284 10,0280 58231 10,5558 118275 17.5724 -10.9905 216202 22,4608
per 1 SEK daily benefits

(I8161)  (3580053)  (232468)  (S2.11864) (15765200 (2988501)  (1622965)  (3071649)  (2345872)  (49.73411)  (21.55843)  (45.99221)

Implied elasticity
02930 08567 02425 17229 13142 07631 13834 15501 24570 15367 3.0230 3.1405

(0.48064) (4.30989) (0.26483) (623017) (1.81939) (3.48526) (1.87844) (356436) (3.04084) (7.11332) (2.66972) (6:20263)
Kink point (SEK) §50.00 850.00 850.00 850.00 850.00 850.00 850.00 850.00 97143 97143 97143 97143
Covariates v v v v v v
Tmplied change (%) 0.044 0127 0.036 0256 0.196 0114 0.206 0231 0.363 0227 0447 0464
Outcome mean around kink 5716 5716 5716 5716 5117 5117 5117 5117 4840 4840 4840 4840
Bandwidth 193.6 193.6 297.7 2977 103.6 103.6 1021 102.1 101.7 101.7 106.2 1062
Number of observations 154,927 154,927 221,254 221,254 36,855 36,855 36,356 36356 23701 23,701 24,661 24,661

Panel B: Total costs of inpatient and outpatient care visits

Payment days Payment days Payment days
1-100 101-200 201-300

Local linear -+ Bias correction Local linear _+ Bias correction Local linear _+ Bias correction _Local linear -+ Bias correction Local linear _+ Bias correction _Local linear _+ Bias correction

estimates
daily benefits 07653 07304 07645 0734207198 06846 0.7256™ 0684577 -0.6484 063527 -0.6489° 06213
per 1 SEK daily wage

(0.00165) (0.01980) (0.00190) (0.01833) (©.00861) (0.01612) (0.00658) (0.01556) (0.00686) (0.01594) (0.00604) (©.01501)

Fuzzy RK estimates
Change in outcome 23915 -18.5870 47233 153177 7.6006 64129 19.7918 15.6797 25,0616 85124 17.4069 BIRIEY
per 1 SEK daily benefits

(87616)  (B46410)  (41204)  (3547798)  (1604975)  (077558)  (1233141)  (2934868)  (LIIT62)  (S4.68882)  (19.45588)  (48.68769)
Implied elasticity

% Change in outcome 03263 25360 06445 2,090 12174 10271 3.1700 25114 42288 14364 29372 -1.9769
per 1% change in daily benefits

053876 (563139)  (05309)  (SA7813)  (234586)  (4S363) (18023 @25023)  (I0I6S)  (O17508)  (289927) (185229
Kink point (SEK) 85000 85000 §50.00 85000 §50.00 850.00 §50.00 850.00 97143 97143 97143 97143
Covariates v v v v v v
Implied change (%) 0048 0377 0096 0310 0.182 0.153 0473 0375 0625 <0212 0434 0292
Outcome mean around kink 4934 4934 4934 4934 4187 4187 4187 4187 4011 4011 4011 4011
Bandwidth 2056 2056 189.2 189.2 1012 1012 119.1 19.1 1059 1059 1147 1147
Number of observations 163,578 163,578 151,682 151,682 36,030 36030 42192 2192 24,582 24,582 26423 26423

Panel C: Total costs of drug purchases

Payment days. Payment days. Payment days.
1-100 101-200 201-300

Local linear + Bias correction Local linear + Bias correction  Local linear + Bias correction  Local linear + Bias correction  Local linear + Bias correction  Local linear + Bias correction

First stage estimates
Change in daily benefits 0757207465 07560 07443 0TI4ETC 068997 072157 06905 06529 064107 06407 -0.62207°
per 1 SEK daily wage
(0.00372) (0.00691) (0.00476) (0.00882) (0.01023) (©.01374) (©0.00772) (0.01278) (©.00351) (0.02182) (0.00862) (0.01509)
Fuzzy RK estimates
Change in outcome 0.5637 1.6267 09223 32372 0.5664 24992 19713 3.4096 0.1240 06230 11873 -0.1045
per 1 SEK daily benefits

(131760) (2.44108) (163324) (3.18514) (2.96802) (4.03370) (223200) (3.70193) (55773)  (1140109)  (3.92863) (736216)
Implied elasticity
% Change in outcome 04854 1.4009 07942 27878 04084 18019 14213 24582 01012 -0.5083 09688 -0.0853

per 19% change in daily benefits

(1.03641) (1.84737) (1.26544) 47315) (1.98426) (272556) (1.69071) @77881) (1.32158) ©.54101) (3.25914) (6.25653)
Kink point (SEK) 850.00 850.00 §50.00 850.00 850.00 850.00 850.00 850.00 97143 971.43 97143 97143
Covariates v v v v v v
Implied change (%) 0072 0208 0118 0414 0.061 0269 0212 0367 0015 0075 0.143 0013
Outcome mean around kink 782 782 782 782 930 930 930 930 829 829 829 829
Bandwidth 1212 1212 105.6 105.6 904 90.4 107.6 107.6 153.0 153.0 793 793
Number of abservations 100,096 100,096 87719 87.719 32,142 32,142 38,261 38.261 33632 33.632 18,851 18,851

Notes. This table presents coefficients and standard errors of the effect of Ul benefits on the costs of
healthcare use. The table uses the analysis sample of unemployment spells with a start date between March
5, 2007 and July 14, 2014 (see Section @) The unit of observation is an unemployment spell. Estimates
are based on a local linear specification, a uniform kernel, and MSE-optimal bandwidths following
Calonico et al ‘We report conventional estimates (columns labeled "Local linear") and estimates
with quadratic bias correction and robust standard errors (columns labeled "+ Bias correction"), with and
without controlling for pre-determined covariates. Standard errors are clustered at the individual level.
Outcomes are the total costs of inpatient and outpatient care visits and drug purchases (Panel A), total
costs of inpatient and outpatient care visits (Panel B), and total costs of drug purchases (Panel C). We show
estimates separately for payment days 1-100 (columns 2-5), payment days 101-200 (columns 6-9), and
payment days 201-300 (columns 10-13) of the unemployment spell. For each column, rows 1-2 show the
first stage estimates, rows 3—4 show the fuzzy RK estimates, and rows 5-6 show the implied elasticity.
For elasticities, we obtain standard errors via a non-parametric bootstrap where we sample unemployment
spells with replacement. Row 7 indicates the kink point, row 8 indicates whether covariates are included,
and row 9 expresses the fuzzy RK estimate as a percent of the outcome mean around the kink. The last
three rows show the outcome sample mean around the kink (using observations within 10 SEK of the
kink), the MSE-optimal bandwidth, and the number of observations within the bandwidth.
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[3.3]indicates that more generous unemployment benefits do not affect the total
costs of inpatient and outpatient care visits. The outcomes of interest are the
total costs (Panel A) and the number (Panel B) of inpatient and outpatient
care visits as well as an indicator for having any inpatient or outpatient care
visits (Panel C), measured separately during the first 100 payment days (left
column), payment days 101-200 (middle column), and payment days 201-300
(right column). None of the plots indicate clear discontinuous changes in the
slopes of the outcomes at the kink points. The same can be seen from similar
binned scatterplots that focus separately on inpatient care (Appendix Figure
[3.1) and outpatient care (Appendix Figure [3.2).

Panel B of Table[3.2]and Appendix Tables[3.5] [3.6] and [3.7|corroborate the
graphical evidence discussed above. Whether measured by total costs, num-
ber of visits, or at the extensive margin (having any visits), the bias-corrected
estimates, with or without covariate adjustment, do not show statistically sig-
nificant increases or decreases in inpatient or outpatient care use in response to

an increase in unemployment benefits

Drug purchases. Figure [3.4] shows how drug purchases evolve around the
daily wage kink points. The outcomes of interest are the total costs of drug pur-
chases (Panel A) and an indicator for any drug purchases (Panel B), measured
separately during the first 100 payment days (left column), payment days 101-
200 (middle column), and payment days 201-300 (right column). As noted
in Section total costs include both out-of-pocket costs as well as costs
covered by prescription drug insurance.

Although some kinks may be discernible in the binned scatterplots of Fig-
ure [3.4] (e.g., at the extensive margin for payment days 101-200, middle col-
umn of Panel B), the corresponding point estimates in Panel C of Table
and Appendix Table[3.8]and do not show statistically significant slope changes
at the kinks, either in terms of total purchase costs or at the extensive margin

(making any purchases).

3.5.3 Robustness and Validity Checks

Here we provide support for the validity of the RK design by summarizing

results from a series of validity tests and sensitivity analyses.
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Panel A: Total costs of inpatient and outpatient visits

Payment days 1-100 Payment days 101-200 Payment days 201-300
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Figure 3.3: Inpatient and Outpatient Care Use Around Daily Wage Kinks

Notes. This figure shows binned scatterplots of inpatient and outpatient care use as a function
of the daily wage, using a bandwidth of 400 SEK and 20 SEK bins. The figure uses the analysis
sample of unemployment spells with a start date between March 5, 2007 and July 14, 2014 (see

Section [3.3). Outcomes are the total costs of inpatient and outpatient care visits (Panel A), the

total number of inpatient and outpatient care visits (Panel B), and an indicator for having any

inpatient or outpatient care visits (Panel C). We show plots separately for payment days 1-100

(left column), payment days 101-200 (middle column), and payment days 201-300 (right col-

umn) of the unemployment spell. In each column, the unit of observation is an unemployment

spell.
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Panel A: Total costs of drug purchases

Payment days 1-100 Payment days 101-200
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Figure 3.4: Drug Purchases Around Daily Wage Kinks

Notes. This figure shows binned scatterplots of drug purchases as a function of the daily wage,

using a bandwidth of 400 SEK and 20 SEK bins. The figure uses the analysis sample of unem-
ployment spells starting between March 5, 2007 and July 14, 2015 (see Section[3.3). Outcomes

are the total costs of all drug purchases (Panel A) and an indicator for making any drug pur-

chases (Panel B). Total costs of drug purchases refer to the sum of out-of-pocket cost and costs

covered by prescription drug insurance. We show plots separately for payment days 1-100 (left

column), payment days 101-200 (middle column), and payment days 201-300 (right column)

of the unemployment spell. In each column, the unit of observation is an unemployment spell.



186 CHAPTER 3. UNEMPLOYMENT INSURANCE AND HEALTH

Manipulation of running variable. Appendix Figure[3.3|shows the density
function of the daily wage, separately for the first 100 payment days (Panel
A), payment days 101-200 (Panel B), and payment days 201-300 (Panel C).
Visually, it is not apparent that any of the densities would have discontinuous
jumps (bunching) or kinks (slope changes). We formally test for the presence
of discontinuities in two ways and report test statistics and associated p-values
from the tests in each plot. Both McCrary (2008)) tests for a discontinuous
jump in the density function and tests similar to Card et al. (2015) and Landais
(2015)) for a kink in the density indicate that we cannot reject the null hypoth-
esis of a lack of discontinuous jump or slope change at the kink points (see

figure notes for details).

Smoothness of pre-determined covariates and placebo outcomes around
kink. We provide three pieces of evidence supporting the assumption that
other determinants correlated with health and healthcare use evolve smoothly
around the kink points.

First, Appendix Figure [3.4] shows binned scatterplots of predicted health-
care use around the daily wage kinks, separately for the first 100 payment
days (left column), payment days 101-200 (middle column), and payment
days 201-300 (right column). Outcomes are the total costs of healthcare use
(Panel A), total costs of inpatient and outpatient care visits (Panel B), and
the total costs of drug purchases (Panel C)FE] Although some of the predicted
outcomes evolve non-linearly around the kink points, the corresponding coef-
ficients shown in Appendix Table[3.10]do not indicate the presence of kinks.

Second, Appendix Figure presents binned scatterplots of the condi-
tional means of selected covariates against the daily wage, separately for the
same three sub-periods. While some of these conditional means evolve non-
linearly as a function of the daily wage, the corresponding coefficients in Ap-
pendix Table do not indicate the presence of kinksPE]

29We form predictions, separately for each sub-period, as fitted values obtained from a linear
regression of the outcome against the set of covariates measured in the calendar year before
the start of the unemployment spell (see Section [3.3). Appendix Table [3.9] reports estimated
coefficients from the regressions used to create these covariate indices.

30For age, the coefficients for two of the sub-periods (payment days 1-100 and 101-200)
indicate statistically significant kinks. However, the corresponding binned scatterplots in Ap-
pendix Figure [3.5] suggest that these effects could stem from non-linearities in the relationship
between the daily wage and age. For example, note that the optimal bandwidth for payment
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Third, Appendix Figure [3.6] shows binned scatterplots of healthcare use
in the last 12 months before the start of the unemployment spell against the
daily wage, separately for the three sub-periods. The plots for these placebo
outcomes show no evidence of discontinuities at the kink points, which the

corresponding point estimates reported in Appendix Table[3.12] confirm.

Sensitivity to bandwidth choice. Appendix Figure shows the coeffi-
cients and 95 percent confidence intervals for the effect of unemployment ben-
efits on costs of healthcare use for varying bandwidths, separately for the first
100 payment days (left column), payment days 101-200 (middle column), and
payment days 201-300 (right column). In each panel, the dashed vertical line
indicates the MSE-optimal bandwidth of Calonico et al. (2014b)) that we use
for our main results.

For most of our cost measures and analysis sub-periods, the coefficients
and confidence intervals remain stable and closely centered around zero for
bandwidths much wider than the MSE-optimal bandwidths. The only excep-
tion is the total costs of drug purchases, for which bandwidths greater than 300
SEK would indicate that more generous unemployment benefits decrease drug
expenditures. However, these coefficients are arguably small. For example,
with a bandwidth of 400 SEK, the bias-corrected estimate without covariate
adjustment for the first 100 payment days implies that total costs of drug pur-
chases fall by 2.4 SEK (16.9 SEK), or by 0.3 (2.0) percent relative to the mean

around the kink) in response to a 1 SEK (1 percent) increase in daily benefits.

Alternative specifications. Our main estimates are from a specification with
a local linear estimator and a uniform kernel. Appendix Figure [3.8] compares
these estimates to estimates from alternative specifications where we vary the
polynomial order (linear vs. quadratic), the kernel function (uniform vs. tri-
angular kernel), and whether we control for pre-determined covariates or not.
The two leftmost coefficients in each plot correspond to our main estimates.
Although our main specification sometimes yields estimates with wider
confidence intervals than the alternative ones (see e.g., the estimates for to-

tal healthcare costs during the first 100 payment days in Panel A) and some

days 1-100 (420 SEK), is close to the bandwidth used for the binned scatterplots in Appendix

Figure[3.5]
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alternative specifications suggest statistically significant effects (e.g., the local
quadratic estimates for total drug purchase costs during payment days 101-200
in Panel C), our takeaway from Appendix Figure [3.8]is that none of the al-
ternative specifications consistently provide more precise estimates or imply

statistically significant effects compared to the other specifications.

3.5.4 Effect Heterogeneity

Our main findings indicate that Ul generosity matters little for the total costs
of recipients’ healthcare use. As a last exercise, we investigate whether this
lack of an effect for the whole sample masks heterogeneity by gender and
age or between short-term and long-term benefit recipients. Looking at these
groups is relevant in light of evidence that women’s health is less affected by
unemployment and that long-term unemployment spells are more detrimental
to health than short-term spells (Picchio & Ubaldi, 2023).

Effects by gender and age group. Figure shows coefficients and stan-
dard errors of the effect of unemployment benefits on healthcare use, sepa-
rately by gender and age quartile. The youngest age quartile includes those
aged 20-29 while the oldest includes those aged 49-64. As before, we measure
effects separately during the first 100 payment days (left column), payment
days 101-200 (middle column), and payment days 201-300 (right column).
Although estimates for some age groups are noisier than for others (in
particular for the youngest age quartile) and for some groups point estimates
would indicate statistically significant effects (which could happen by chance
given the number of estimated coefficients), our overall takeaway from Fig-
ure [3.5]is that we do not see that more generous UI would systematically in-
crease or decrease the costs of in-/outpatient use or drug purchases in any of

the groups.

Effects over time. So far, we have estimated effects separately for three dif-
ferent sub-periods of the unemployment spell, but have measured the total
healthcare use during each sub-period. Figure instead presents estimates
for the effects of UI on weekly healthcare use, starting from 52 calendar weeks

before the start of the unemployment spell and going up to 60 weeks after the
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Panel A: Total costs of healthcare use
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Figure 3.5: Effects on Healthcare Use by Gender and Age Quartile

Notes. This figure presents coefficients of the effect of Ul benefits on the costs of healthcare use, along with
their 95 percent pointwise confidence intervals, separately by gender and age quartile. The figure uses the
analysis sample of unemployment spells with a start date between March 5, 2007 and July 14, 2014 (see
Section@). We report local linear estimates with a uniform kernel, quadratic bias correction, MSE-optimal
bandwidths, and robust pointwise 95 percent confidence intervals (Calonico et al.,|2014a), and controlling
for pre-determined covariates. Confidence intervals are based on standard errors clustered at the individual
level. Outcomes are the total costs of inpatient and outpatient care visits and drug purchases (Panel A), total
costs of inpatient and outpatient care visits (Panel B), and total costs of drug purchases (Panel C). We show
estimates separately for payment days 1-100 (left column), payment days 101-200 (middle column), and
payment days 201-300 (right column) of the unemployment spell.
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start of the spell. For all the weeks before the start of the spell and up to week
20 since the start of the spell, the estimation uses all the spells included in our
analysis sample. For weeks 21-40 (41-60) since the start of the spell, the esti-
mates are instead based on spells where individuals still receive benefits after
the first 20 (40) weeks.

Figure shows that the estimates for the effects of unemployment bene-
fits on costs of in-/outpatient care visits and drug purchases remain stable and
closely around zero, both before and after the start of the unemployment spell.
We therefore conclude that the lack of an effect on healthcare use applies to

both short-term and long-term Ul recipientsEr]

3.6 Conclusion

We use Swedish administrative data on around 340,000 unemployment spells
and a regression kink design to study how the generosity of unemployment
insurance affects the recipients’ healthcare use. Our measure of healthcare use
covers inpatient and outpatient care visits and drug purchases and measures
total costs to the healthcare system, not just out-of-pocket costs.

We find little evidence that more generous unemployment benefits affect
recipients’ healthcare use, a conclusion that is robust across specification choices
and applies to men and women, older and younger individuals, and short-term
and long-term benefit recipients. Our findings therefore suggest that, in the
Swedish context, the detrimental impact of unemployment on health mainly
reflects factors affecting independently of income, such as social stigma or
loss of social contacts and identity (e.g., Jahoda, |[1982), rather than the decline
in income.

Our analysis has some limitations. First, our measure of healthcare use is
incomplete because we do not observe primary care visits. Second, our es-

timates do not consider potential spillover effects on partners or childreanI

31The weeks before the start of the spell also serve as additional placebo tests and rule out
sorting around the kink points e.g. due to health shocks before the start of the unemployment
spell (i.e. an Ashenfelter dip).

320n spillover effects of Ul on partners, see e.g. Cullen and Gruber (2000) and Hendren
(2017). Barr et al. (2022)) and Bailey et al. (2024), among others, have recently highlighted the
relevance of intergenerational spillover effects on children in the context of social insurance and
transfer programs.
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Panel A: Total costs of healthcare use
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Figure 3.6: Effects on Healthcare Use Over the Unemployment Spell

Notes. This figure presents coefficients of the effect of UI benefits on the costs of healthcare use separately
by calendar week relative to the start of the unemployment spell, along with their 95 percent pointwise
confidence intervals. The figure uses the analysis sample of unemployment spells with a start date between
March 5, 2007 and July 14, 2014 (see Section @]) We present estimates from 52 weeks before the start
of the spell up to 60 weeks after the start of the spell. For weeks up to week 20 since the start of the spell,
the estimates use all the spells in our analysis sample. For weeks 21-40 since the start of the spell, the
estimates only use the spells where individuals still receive unemployment benefits after the first 20 weeks.
For weeks 41-60 since the start of the spell, the estimates only use the spells where individuals still receive
unemployment benefits after the first 40 weeks. We report local linear estimates with a uniform kernel,
quadratic bias correction, MSE-optimal bandwidths, and robust pointwise 95 percent confidence intervals
(Calonico et al.,|2014a), and controlling for pre-determined covariates. Confidence intervals are based on
standard errors clustered at the individual level. Outcomes are the total costs of inpatient and outpatient
care visits and drug purchases (Panel A), total costs of inpatient and outpatient care visits (Panel B), and
total costs of drug purchases (Panel C).
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Third, due to data limitations, our measure of the costs of inpatient and out-
patient care visits is based on a coarse categorization of healthcare visits to 29
groups. Fourth, our research design only allows us to estimate the effects of a
small increase in the generosity of unemployment benefits for the subgroup of
individuals located close to kink points.

We close by highlighting two directions for future work. First, although
more generous unemployment benefits do not appear to affect healthcare use
in the Swedish setting, this does not preclude such effects being present in
settings where the out-of-pocket costs of healthcare are high and consumption
smoothing is costly (cf., Chetty & Looney, 2006, [2007).

Second, it is important to study whether the generosity of benefits affects
recipients’ healthcare use in the context of other social insurance programs,
such as disability insurance (see Gelber et al., 2023, for an example). Since
public healthcare systems in developed economies are typically heavily subsi-
dized, the fiscal externalities created by such effects on healthcare use could
be sizable and matter for the optimal design of social insurance programs. To
detect such fiscal externalities, it is important to use a comprehensive measure

of the costs of healthcare use, similar to the one used in this paper.
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Appendices

Appendix 3.A Measuring the Number and Costs of In-
patient and Outpatient Care Visits

3.A.1 Total Costs of Inpatient and Outpatient Care Visits

We calculate the total costs of a person’s inpatient and outpatient care visits
in two steps. First, we determine the average per-day costs of inpatient and
outpatient care visits for each Major Diagnostic Category (MDC). Second, we
calculate the total costs of inpatient and outpatient care visits by multiplying
the average per-day costs by the length of the visit for each visit and summing

over all visits.

1. Determining average per-day costs of a visit. We calculate the av-
erage per-day costs of an inpatient or outpatient visit with a given MDC by
using data on the total number of visits, average length of the visit, and aver-
age weights for all diagnosis-related groups (DRG) that belong to the MDC,
and combining these with data on the cost per DRG point.

DRG codes are divided into codes only used in inpatient care and codes
only used in outpatient care, but a given MDC code can contain both DRG
codes used in inpatient care and outpatient care. Therefore, for each MDC
we calculate average per-day costs separately for inpatient care and outpatient
care visits ]

Denote the set of inpatient care DRG codes that belong to MDC m by
D(m, 1), outpatient care DRG codes that belong to MDC m by D(m,0), and fix
a reference year . We calculate the average per-day costs of an inpatient care
visit with MDC code m as

N; c
Cm,1 = Z <]> X (Wj X > s
jeD(m,1) Nin,1 dj

~—— S———
DRG j’s share of all Average per-day

inpatient visits with MDC m  costs of DRG j

3DRG codes used in outpatient care are further divided into codes used in primary care
and codes used in specialized outpatient care. Since our Patient Register data does not include
primary care visits, we only consider DRG codes used in specialized outpatient care.
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where N; is the total number of inpatient care visits with DRG code j, N, 1 is
the total number of inpatient care visits with MDC code m, w; is the weight
for DRG j, d; is the average duration (in days) of visits with DRG code j,
and c is the cost per DRG point, all measured in the reference year. We define
the average per-day cost ¢, o of an outpatient care visit with MDC code m
analogously, assuming that d; = 1 for each DRG code j € D(m,0).

Appendix Table 3.3]shows the resulting average per-day costs of inpatient
and outpatient care visits for all 29 MDC codes used in Sweden during our
study period. For example, for MDC code 05 ("Diseases of the circulatory
system"), the average per-day cost was 17,828 SEK for inpatient care visits
and 5,181 SEK for outpatient care visits. For all MDC codes except for 0
("Pre-MDC") and 25 ("HIV infection and HIV-related diseases"), we measure
costs using 2020 as the reference year. MDC codes 0 and 25 were only used
until 2011 and 2005, respectively, so we use these years as the reference years
for these two codes.

Even though data on average costs, number of visits, and average visit
lengths are published annually for each DRG code, we measure average costs
using a fixed reference year for two reasons. First, we only have access to
data on average costs of each DRG code for both inpatient and outpatient care
from the year 2020 onwards. Second, using a fixed reference year ensures
that the dynamic effects of unemployment insurance generosity on healthcare
utilization in Section [3.5]reflect changes in the intensity and type of healthcare
utilization, rather than changes over time in the costs of providing care in the
healthcare system. The latter reason is analogous to e.g. the common practice
of deflating measures of consumption expenditures using the consumer price

index.

2. Determining total costs of all visits. Consider a healthcare visit j
that appears in the Patient Register data. In the data, we observe whether the
visit is an inpatient care visit (/(j) = 1) or outpatient care visit (/(j) = 0),
the visit’s MDC code m(j), its admission date D‘}'f‘m , and for inpatient care
visits its discharge date Dj”d . For outpatient visits, we assume admission and
discharge dates coincide, that is, D‘J‘»’“’ "= D?”d .

Fix some interval of dates D = [D™", D"*] for D" < D™ (say, the first

and last day of a calendar week). For a visit j that overlaps with period D (i.e.,
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[D™in pMex] N [Dfert ,Dj-”d] # 0), we calculate the total costs of visit j during
the period D, C? , by multiplying the per-day costs of visit j by the number
days of visit j that fall within period D, that is

CP = [1-+ min(D"*, D) — max(D"", DY) | x e
where i = 1 if visit j is an inpatient care visit and i = 0 if it is an outpatient care
visit. Denote the set of visits that overlap with period D by J”. We calculate
the total costs of all visits during the period D as C” =Y. jep Cf .

For individuals in our analysis sample, we cannot assign costs for 0.6 per-
cent of inpatient care visits and 1.1 percent of outpatient care visits. For the
population aged 20-64 in Table [3.1] the corresponding shares are 0.6 and 3.2
percent, respectively. In virtually all cases the reason for this is that the MDC
code for the visit is missing since we can assign costs for more than 99.99
percent of all visits with a non-missing MDC code. We assign zero costs for
all visits for which we cannot assign costs, so our measure of total costs of

healthcare utilization can be seen as a lower bound.

3.A.2 Number of Inpatient and Outpatient Care Visits

Fix some interval of dates D = [D™" D] for D™" < D™ (say, the first and
last day of a calendar week). Denote the set of visits that overlap with period
D by JP. We define the total number of in-/outpatient care visits during period
D, NP, as the number of visits with an admission date during period D, that
is NP =Y ;cml {Dj-’“” € D}. We note that N” also includes inpatient and

outpatient care visits for which we cannot measure costs.
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Appendix 3.B Supplementary Figures and Tables

Panel A: Total costs of inpatient visits

Payment days 1-100 Payment days 101-200 Payment days 201-300
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Appendix Figure 3.1: Inpatient Care Use Around Daily Wage Kinks

Notes. This figure shows binned scatterplots of inpatient care use as a function of the daily
wage, using a bandwidth of 400 SEK and 20 SEK bins. The figure uses the analysis sample of
unemployment spells with a start date between March 5, 2007 and July 14, 2014 (see Section
[3:3). Outcomes are the total costs of inpatient care visits (Panel A), the total number of inpatient
care visits (Panel B), and an indicator for having any inpatient care visits (Panel C). We show
plots separately for payment days 1-100 (left column), payment days 101-200 (middle column),
and payment days 201-300 (right column) of the unemployment spell. In each column, the unit

of observation is an unemployment spell.
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Panel A: Total costs of outpatient visits
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Appendix Figure 3.2: Outpatient Care Use Around Daily Wage Kinks

Notes. This figure shows binned scatterplots of outpatient care use as a function of the daily
wage, using a bandwidth of 400 SEK and 20 SEK bins. The figure uses the analysis sample of
unemployment spells with a start date between March 5, 2007 and July 14, 2014 (see Section
[3:3). Outcomes are the total costs of outpatient care visits (Panel A), the total number of out-
patient care visits (Panel B), and an indicator for having any outpatient care visits (Panel C).
We show plots separately for payment days 1-100 (left column), payment days 101-200 (mid-
dle column), and payment days 201-300 (right column) of the unemployment spell. In each

column, the unit of observation is an unemployment spell.
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Panel A: Predicted Total Costs of Healthcare Use
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Appendix Figure 3.4: Predicted Healthcare Use Around Daily Wage Kinks

Notes. This figure shows binned scatterplots of predicted costs of healthcare use as a function of the daily

wage, using a bandwidth of 400 SEK and 20 SEK bins. The figure uses the analysis sample of unemploy-
ment spells starting between March 5, 2007 and July 14, 2015 (see Section [3.3). The outcomes are the

predicted total costs of inpatient and outpatient care visits and drug purchases (Panel A), the predicted total

costs of inpatient and outpatient care visits (Panel B), and the predicted total costs of drug purchases (Panel

C). We show predicted outcomes separately for payment days 1-100 (left column), payment days 101-200

(middle column), and payment days 201-300 (right column) of the unemployment spell. In each column,

the unit of observation is an unemployment spell. Predicted outcomes are fitted values obtained after re-

gressing each outcome against indicators for being married or cohabiting, female, having higher education,

and having children under age 18 at home, indicators for age, indicators for the region of residence, and

indicators for the industry of the highest-paying employer (incl. missing industry as a separate category).

Appendix Table [3.9] presents the estimation results from these regressions. We define a person as having

higher education if s/he has completed at least one semester of post-secondary education. Control variables

are measured in the calendar year before the start of the unemployment spell.
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Appendix Figure 3.5: Pre-Determined Covariates Around Daily Wage Kinks

Notes. This figure shows binned scatterplots of selected pre-determined covariates as a function of the
daily wage, using a bandwidth of 400 SEK and 20 SEK bins. The figure uses the analysis sample of
unemployment spells starting between March 5, 2007 and July 14, 2014 (see Section[3.3). We show plots
separately for payment days 1-100 (left column), payment days 101-200 (middle column), and payment
days 201-300 (right column) of the unemployment spell. In each column, the unit of observation is an
unemployment spell. Each covariate is measured in the calendar year before the start of the unemployment

spell. We define a person as having higher education if s/he has completed at least one semester of post-

secondary education.
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Panel A: Total Costs of Healthcare Use
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Appendix Figure 3.6: Pre-Unemployment Healthcare Use Around Daily Wage
Kinks

Notes. This figure shows binned scatterplots of outcomes measured before the start of the unemployment
spell as a function of the daily wage, using a bandwidth of 400 SEK and 20 SEK bins. The figure uses the
analysis sample of unemployment spells starting between March 5, 2007 and July 14, 2014 (see Section
[B3). Outcomes are the total costs of inpatient and outpatient care visits and drug purchases (Panel A),
total costs of inpatient and outpatient care visits (Panel B), and total costs of drug purchases (Panel C). We
show plots separately for payment days 1-100 (left column), payment days 101-200 (middle column), and
payment days 201-300 (right column) of the unemployment spell. In each column, the unit of observation
is an unemployment spell. For each outcome, we measure costs over the last twelve calendar months before

the start of the unemployment spell and deflate costs using the overall CPI with 2020 as the reference year.
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Panel A: Total costs of healthcare use
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Appendix Figure 3.7: Effects on Healthcare Use for Varying Bandwidths

Notes. This figure presents coefficients of the effect of UI benefits on the costs of healthcare use for varying
bandwidth choices along with their 95 percent pointwise confidence intervals. The figure uses the analysis
sample of unemployment spells with a start date between March 5, 2007 and July 14, 2014 (see Section
@. We report local linear estimates with a uniform kernel, quadratic bias correction, and robust pointwise
95 percent confidence intervals (Calonico et al.,|2014a), without controlling for pre-determined covariates.
Confidence intervals are based on standard errors clustered at the individual level. Outcomes are the total
costs of inpatient and outpatient care visits and drug purchases (Panel A), total costs of inpatient and out-
patient care visits (Panel B), and total costs of drug purchases (Panel C). We show estimates separately for
payment days 1-100 (left column), payment days 101-200 (middle column), and payment days 201-300
(right column) of the unemployment spell. The dashed vertical lines indicate the MSE-optimal bandwidth

(Calonico et al.,2014b), which we use for our main estimates.
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Panel A: Total costs of healthcare use
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Appendix Figure 3.8: Effects on Healthcare Use for Alternative Specifications

Notes. This figure presents coefficients of the effect of Ul benefits on the costs of healthcare use for alterna-
tive specifications along with their 95 percent pointwise confidence intervals. The figure uses the analysis
sample of unemployment spells with a start date between March 5, 2007 and July 14, 2014 (see Section
@). Specifications vary by (i) whether they use a uniform (black markers) or triangular (gray markers)
kernel, (ii) whether they use a local linear (circle markers) or local quadratic (square markers) estimator,
and (iii) whether they include (filled markers) or exclude (hollow markers) pre-determined covariates as
controls. Each specification uses bias-corrected estimates, robust pointwise 95 percent confidence inter-
vals, and MSE-optimal bandwidths following (Calonico et al., 2014a). Confidence intervals are based on
standard errors clustered at the individual level. Outcomes are the total costs of inpatient and outpatient care
visits and drug purchases (Panel A), total costs of inpatient and outpatient care visits (Panel B), and total
costs of drug purchases (Panel C). We show estimates separately for payment days 1-100 (left column),
payment days 101-200 (middle column), and payment days 201-300 (right column) of the unemployment
spell.
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Appendix Table 3.2: Mapping Job Seeker and Deregistration Codes in the PES

Data

(i) Job seeker codes

Code  Name Employed  Unemployed ~ PES Program  Other registered  Other deregistered
0 Unknown - - - X -
11 Openly unemployed X - - -
12 Unemployed, guidance service - X - - -
13 Unemployed, waiting for decided action - X - - -
14 Jobseeker with obstacles - - - X -
15 Municipal effort - - - X -
20 Establishment job X - - -
21 Part-time unemployed X - - -
2 Hourly employee X - a B
23 Professional fisherman - - X -
24 Protected work Samhall (temporary employees) X - - _
28 The establishment program, mapping - - X - _
30 Introduction job X - - - -
31 Temporary work X - _ _
33 New start job X - - - -
34 Outgoing EU/EEA job seeker - - - X -
35 Change-seeking Samhall X - - - -
38 ‘Wage subsidy for development in employment X - - - -
39 ‘Wage subsidy for security in employment X - - - -
40 Professional introduction X - - - -
41 Change-seeking X - - - -
42 Wage subsidy for employment X - - - -
43 Publicly protected work X - - B B
44 Graduate job - - X - -
46 Support for starting a business - - X - -
47 General employment support X - - - -
48 Enhanced employment support (2-year enrollment) X - - - -
49 Special employment support X - _ _ _
50 Modern preparedness jobs X - - - -
51 Extra services X - - - -
52 ‘Working life development - - X - -
53 Temporary education - - X - -
54 ‘Work practice - - X - -
55 ‘Workplace introduction - - X - -
57 Project work (unemployment benefit) - - X - -
58 Wage subsidy for development in work at Samhall - - - -
60 Interpraktik - - X - -
61 Youth practice - X - -
62 Academic internship - - X - -
63 Youth introduction with education grant - - X - -
64 Computer tech - - X - —
65 Municipal youth program - - X N _
66 Youth guarantee - - X - -
68 The establishment program - - X - -
69 Job guarantee for youth - - X - -
70 Job and development guarantee - - X - -
74 Mediation efforts - - X - -
75 Project with labor market policy orientation - - X - -
80 Preparatory measures - - X - -
81 Labor market training - - X - —
82 IT investment - - X - -
83 Preparatory education - X - -
84 Deficiency training for employees - - X - -
86 Validation - X - -
89 Off-year - - X _
91 Special category not included in statistics - - X —
95 Unemployed, revocation of decision - X - _ _
96 Unemployed, incorrect registration of decision - X - - -
97 Unemployed, interruption/revocation of decision - X - - -
98 Unemployed, completed decision period - X - - -
99 Kalmarmodellen - - - X -

(ii) Deregistration codes

Code  Name Employed  Unemployed ~ PES Program  Other registered  Other deregistered
1 Got permanent employment X - - - -
2 Got temporary employment X - - - -
3 Got continued employment with the same employer X - - - -
4 Got employment within Samhall X - - - -
5 Contact terminated, other known cause - - - - X
6 Contact terminated, unknown reason - - - - X
7 Education other than labor market education - - - - X

Notes. This table shows how we map the job seeker categories and deregistration codes in the Public Em-

ployment Service data (AF,

to employment, unemployment, participation in labor market

programs, others registered at PES, and those deregistered from the PES.
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Appendix Table 3.3: Total Costs per Day of Care in 2020, Separately by Major
Diagnostic Category (MDC)

Total costs per day of care (SEK)

MDC Name Inpatient care  Outpatient care
00  Pre-MDC 23,326 —
01 Diseases of the nervous system 16,858 5,355
02  Diseases of the eye and adnexa 22,678 3,315
03 Diseases of the ear, nose, mouth, and throat 22,250 4411
04 Diseases of the respiratory system 12,947 5,769
05  Diseases of the circulatory system 17,828 5,181
06  Diseases of the digestive system 17,473 5,480
07 Diseases of the liver, biliary tract, and pancreas 17,176 6,816
08  Diseases of the musculoskeletal system and connective tissue 26,465 4,937
09 Diseases of the skin and subcutaneous tissue 17,549 3,653
10 Endocrine, nutritional and metabolic diseases 21,054 4,194
11 Diseases of the genitourinary system 15,693 5,227
12 Diseases of the male reproductive system 36,186 5,105
13 Diseases of the female reproductive system 35,067 4,088
14 Pregnancy, childbirth and the puerperium 19,245 2,774
15 Newborns and certain perinatal conditions 16,090 3,672
16 Blood diseases and immune disorders 13,076 5,763
17 Myeloproliferative diseases and unspecified tumors 15,553 6,384
18 Infectious and parasitic diseases including HIV 12,544 4,680
19 Mental disorders, behavioral disorders and alcohol- or drug-related disorders 19,751 3,628
21 Injuries, poisonings and toxic effects 21,182 4,359
22 Burns 21,118 4,186
23 Other and unspecified health problems 14,969 3,592
24 Multiple trauma excluding superficial injuries and wounds 20,627 5,956
25  HIV infection and HIV-related diseases 6,061 —
30 Diseases of the breast 77,630 8,881
40 MDC-wide problems in outpatient care — 4,887
50  Provider-dependent groups in outpatient care — 4,378
99 Unspecified or erroneous information 11,945 3,053

Notes. This table shows a list of the 29 Major Diagnostic Categories (MDC) used in Sweden
during our study period. Note that MDC code 0 was used until 2011, while MDC code 25

was used until 2005. For each MDC, we also report the average per-day total care costs,

separately for inpatient and outpatient care.

For all MDC codes except for 0 and 25, we

measure average costs in 2020. For MDC codes 0 and 25, we measure average costs in the
last year the MDC code was used. Costs are deflated using the overall CPI with 2020 as

the reference year. Appendix[3.A]describes in detail how we calculate the average per-day costs.
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Appendix Table 3.5: Effect of Unemployment Benefits on Inpatient and Outpa-
tient Care Use

Panel A: Number of visits

Payment days. Payment days. Payment days
1-100 101-200 201-300

Local linear -+ Bias correction Local linear _+ Bias correction Local linear _+ Bias correction  Local linear -+ Bias correction Local linear _+ Bias correction _Local linear _+ Bias correction

First stage estimates

daily benefits 0.7687° 07305 0.7596" 07339 07164 06842 07173 06863 20,6644 06346 20,6584 06150
per 1 SEK daily wage

(©0.00135) (0.02174) (0.00278) (0.01497) (0.00973) (0.01629) (0.00953) (0.01636) (0.00284) (0.00632) (0.00345) (0.01264)
Fuzzy RK estimates
Change in outcome 0.0069 02167 00320 0.1263 0.0588 0.0666 0.0292 00155 00298 0.1350 00882 0.1571
per 100 SEK daily benefits
(0.02104) (0.29028) (0.03969) (0.19585) (©.12471) (0.21020) (©.11861) (0.20900) (0.06943) (©.15215) ©.07727) (0.29046)
Implied elasticity
% Change in outcome 00837 26221 03868 -1.5289 0.7803 08843 0.3874 02054 04041 18320 11961 21312
per 1% change in daily benefits

(022754) (3.59386) (0.48979) (2.40651) (1.48582) (2.52898) (1.44514) (2.51840) 0.92039) (2.01931) (1.02882) (3.57077)
Kink point (SEK) 85000 850.00 850.00 850,00 850.00 850,00 850.00 850.00 97143 97143 97143 97143
Covariates v v v v v v
Implied change (%) 1243 -38.951 5.745 2711 11636 13188 5777 3,064 5971 27.070 17.674 31492
Outcome mean around kink 056 0.56 056 0.56 051 051 0s1 051 050 0.50 050 050
Bandwidth 2352 2352 1455 1455 936 93.6 959 95.9 1842 1842 1618 161.8
Number of observations 183,602 183,602 118,833 118,833 33305 33,305 34110 34,110 39019 39019 35171 35171

Panel B: Any visits

Payment days Payment days Payment days.
1-100 101-200 201-300

Local linear -+ Bias correction  Local linear + Bias correction  Local linear + Bias correction  Local linear + Bias correction  Local linear + Bias correction  Local linear + Bias correction

First stage estimates
Change in daily benefits 07527 07401 07506 0T3TIT 076497 086697 074317 07192 065287 062687 064177 -0.6208""
per 1 SEK daily wage
©.00797) (0.01369) (0.00802) 0.01476) (0.00198) (0.00320) (0.00390) (0.00614) (0.00355) (0.00636) (0.00682) ©.01461)
Fuzzy RK estimates
Change in outcome 0.0089 0.0071 00101 0.0050 -0.0084 00132 00015 00108 0.0194 -0.0381 0.0203 -0.0414
per 100 SEK daily benefits
(0.01952) (0.03398) 0.01976) (0.03679) (0.00489) (0.00695) (0.00958) (0.01524) 0.01534) (0.02664) ©.02973) (0.06294)
Implied elasticity
% Change in outcome 02879 02295 03261 0.1624 02641 04155 0.0461 03384 0.7067 -13828 0.7369 15044
per 19 change in daily benefits

(0.71447) (1.25343) (0.72334) (1.36283) (0.17425) (0.23149) (0.30893) (0.50291) (0.60864) (1.05292) (1.14889) (239995)
Kink point (SEK) §50.00 850.00 850.00 850.00 850.00 850.00 850.00 850.00 97143 97143 97143 971.43
Covariates v v v v v v
Tmplied change (%) 4276 3.409 4845 2413 3938 6.197 0.688 5047 -10.443 20433 -10.889 22230
Outcome mean around kink 021 021 021 021 021 021 021 021 019 0.19 019 0.19
Bandwidth 763 76.3 756 756 280.7 2807 1714 1714 1522 1522 952 952
Number of observations 63,716 63716 63,180 63.180 91821 91821 59,678 59.678 33,506 33,506 22307 22,307

Notes. This table presents coefficients and standard errors of the effect of UI benefits on the costs of
healthcare use. The table uses the analysis sample of unemployment spells with a start date between March
5, 2007 and July 14, 2014 (see Section @) The unit of observation is an unemployment spell. Estimates
are based on a local linear specification, a uniform kernel, and MSE-optimal bandwidths following
Calonico et al. (2014b). We report conventional estimates (columns labeled "Local linear") and estimates
with quadratic bias correction and robust standard errors (columns labeled "+ Bias correction"), with and
without controlling for pre-determined covariates. Standard errors are clustered at the individual level.
Outcomes are the total number of inpatient and outpatient care visits (Panel A), and an indicator for having
any inpatient or outpatient care visits (Panel B). We show estimates separately for payment days 1-100
(columns 2-5), payment days 101-200 (columns 6-9), and payment days 201-300 (columns 10-13) of the
unemployment spell. For each column, rows 1-2 show the first stage estimates, rows 3—4 show the fuzzy
RK estimates, and rows 5—6 show the implied elasticities. For elasticities, we obtain standard errors via a
non-parametric bootstrap where we sample unemployment spells with replacement. Row 7 indicates the
kink point, row 8 indicates whether covariates are included, and row 9 expresses the fuzzy RK estimate as a
percent of the outcome mean around the kink. The last three rows show the outcome sample mean around
the kink (using observations within 10 SEK of the kink), the MSE-optimal bandwidth, and the number of
observations within the bandwidth.
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Appendix Table 3.6: Effect of Unemployment Benefits on Inpatient Care Use

Panel A: Total costs of visits

Payment days Payment days Payment days.
1-100 101-200 201-300

Local linear -+ Bias correction  Local linear + Bias correction  Local linear + Bias correction  Local linear -+ Bias correction  Local linear + Bias correction  Local linear + Bias correction

First stage estimates
Change in daily benefits 076527 07306077227 OTISTTT 071937 06847 07191 068427 0GTIT 063647 064217 0622377
per 1 SEK daily wage
©.00183) (0.01756) (0.00099) (0.02542) (©.00827) ©.01467) (0.00833) 0.01472) ©.00761) (0.01635) 0.00732) ©.01577)
Fuzzy RK estimates
Change in outcome 25350 -0.0607 21340 -5.4994 72282 33962 72185 42032 7.0795 -25.4391 66342 -19.6077
per 1 SEK daily benefits

(.96103)  (3336806)  (230443)  (4801800)  (ISOIG8I)  (2683661)  (I515271)  (2697207)  (24.19403)  (S9.08109)  (26.50438)  (55.03011)

Implied elasticity
04975 00119 04188 -1.0792 17992 0.8454 17968 10462 18001 -6.4683 16869 -4.9856

0.77672) (6.77395) (0.46461) (9.92688) (3.32909) (631668) (3.34310) (631672) (5.98792)  (1630413)  (657618)  (15.36626)
Kink point (SEK) §50.00 850.00 850.00 850.00 850.00 850.00 850.00 850.00 97143 97143 97143 97143
Covariates v v v v v v
Tmplied change (%) 0074 0.002 0.062 0.160 0.268 0.126 0.268 0.156 0.266 0,956 0.249 0737
Outcome mean around kink 3430 3430 3430 3430 2694 2694 2694 2694 2662 2662 2662 2662
Bandwidth 1933 1933 2872 2872 103.4 1034 103.0 103.0 97.1 97.1 928 928
Number of observations 154,708 154,708 215,608 215,608 36,780 36,780 36,664 36,664 227 2721 2177 21,777

Panel B: Number of visits

Payment days Payment days Payment days
1-100 101-200 201-300

Local linear -+ Bias correction Local linear _+ Bias correction Local linear _+ Bias correction _Local linear -+ Bias correction Local linear _+ Bias correction _Local linear _+ Bias correction

estimates
daily benefits 07592 07335 07588 07373 07195 06834 07172 068297 0.6564° 06087 0.6477 06352
per 1 SEK daily wage

(0.00334) (0.01338) (0.00339) (0.01307) (0.00822) (0.01487) (0.00907) (0.01558) (0.00365) (0.01055) (0.00756) (0.01638)
Fuzzy RK estimates
Change in outcome 00385 00313 0.0422 00449 00388 00316 00106 00269 01182 0.2960 00624 -0.0707
per 100 SEK daily benefits

(0.03522) (0.13384) (0.03579) (©.13174) (0.07869) (0.14302) (0.08776) (0.15245) (0.06504) (021427) (0.13082) (030280)
Implied elasticity

% Change in outcome 14006 -1.1406 15379 16331 18032 14698 04938 12507 4.9255° 12,3402 2.6020 29465
per 1% change in daily benefits

(L15296) (@848 (116959)  (481915)  (327816)  (63053)  (400550) (697561 (250037) (181192 (541766) (1402544
Kink point (SEK) 85000 85000 §50.00 85000 §50.00 850.00 §50.00 850.00 97143 97143 97143 97143
Covariates v v v v v
Implied change (%) 20806 16944 22845 24259 26892 21919 7.363 18,652 72781 182.345 38.449 43539
Outcome mean around kink 018 018 018 018 014 014 014 014 0.16 0.16 016 0.16
Bandwidih 1296 129.6 1287 1287 1038 1038 983 983 1584 1584 972 972
Number of observations 106,696 106696 105,942 105,942 36906 36906 34,980 34980 34548 34,548 22753 22753

Panel C: Any visits

Payment days. Payment days. Payment days.
1-100 101-200 201-300

Local linear + Bias correction Local linear + Bias correction  Local linear + Bias correction  Local linear + Bias correction  Local linear + Bias correction  Local linear + Bias correction

First stage estimates
Change in daily benefits 0755807363 0TSITT 0732 074397 068497 07301 06833 0665 06218 064767 063427
per 1 SEK daily wage
(0.00402) (©.01291) (0.00609) ©.01272) (©0.00381) (0.01438) (0.00564) (0.01440) (©0.00776) (0.01444) ©.00678) (0.01590)
Fuzzy RK estimates
Change in outcome 0.0004 00105 0.0073 00179 00032 0.0012 00053 0.0071 00127 00331 0.0099 -0.0288
per 100 SEK daily benefits

(0.00455) (0.01414) (0.00662) (0.01383) (0.00399) ©.01431) (0.00585) (0.01495) (0.01249) 0.02357) ©01141) (0.02842)
Implied elasticity
% Change in outcome 0.0785 2,008 -14614 -3.5795 07759 0.2826 12888 17180 -3.0692 -8.0080 -2.4058 69761

per 19% change in daily benefits

(0.87052) (2:66329) (1.28831) (2.60497) 0.96173) (371559) (1.48892) (3.91256) @75017) (7.45881) (3.43065) (5.22748)
Kink point (SEK) 850.00 850.00 §50.00 850.00 850.00 850.00 850.00 850.00 97143 971.43 97143 97143
Covariates v v v v v v
Implied change (%) 1167 31176 21708 53173 11571 4215 19220 25621 45352 -118.331 35,550 -103.083
Outcome mean around kink 003 0.03 003 0.03 003 0.03 003 003 003 003 003 003
Bandwidth 1152 1152 90.1 90.1 1736 1736 1328 1328 963 96.3 1018 1018
Number of abservations 95,314 95314 75083 75083 60433 60.433 46,875 46875 22550 22,550 23715 23715

Notes. This table presents coefficients and standard errors of the effect of Ul benefits on the costs of
healthcare use. The table uses the analysis sample of unemployment spells with a start date between March
5, 2007 and July 14, 2014 (see Section @) The unit of observation is an unemployment spell. Estimates
are based on a local linear specification, a uniform kernel, and MSE-optimal bandwidths following
Calonico et al ‘We report conventional estimates (columns labeled "Local linear") and estimates
with quadratic bias correction and robust standard errors (columns labeled "+ Bias correction"), with and
without controlling for pre-determined covariates. Standard errors are clustered at the individual level.
Outcomes are the total costs of inpatient care visits (Panel A), the total number of inpatient care visits
(Panel B), and an indicator for having any inpatient care visits (Panel C). We show estimates separately for
payment days 1-100 (columns 2-5), payment days 101-200 (columns 6-9), and payment days 201-300
(columns 10-13) of the unemployment spell. For each column, rows 1-2 show the first stage estimates,
rows 3—4 show the fuzzy RK estimates, and rows 5-6 show the implied elasticities. For elasticities,
we obtain standard errors via a non-parametric bootstrap where we sample unemployment spells with
replacement. Row 7 indicates the kink point, row 8 indicates whether covariates are included, and row 9
expresses the fuzzy RK estimate as a percent of the outcome mean around the kink. The last three rows
show the outcome sample mean around the kink (using observations within 10 SEK of the kink), the
MSE-optimal bandwidth, and the number of observations within the bandwidth.
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Appendix Table 3.7: Effect of Unemployment Benefits on Outpatient Care Use

Panel A: Total costs of visits

Payment days Payment days Payment days.
1-100 101-200 201-300

Local linear -+ Bias correction  Local linear + Bias correction  Local linear + Bias correction  Local linear -+ Bias correction  Local linear + Bias correction  Local linear + Bias correction

First stage estimates
Change in daily benefits 07556%T 0T3S 075057 0T3S 07308™ 0706077 07132 06891 06307 062097 064237 06187
per 1 SEK daily wage
(0.00507) (0.01428) (0.00654) 0.01415) (©.00576) (0.00838) (0.01048) (0.01374) (0.00937) (0.01425) (0.00862) (0.01108)
Fuzzy RK estimates
Change in outcome -0.8846 25843 0.8455 11015 15064 23518 16021 0.4060 -7.3300 -6.9989 -3.4450 29469
per 1 SEK daily benefits

(1.34878) (3:83919) (1.78363) (386317) (1.40612) .07074) (2.69070) (53221) (4.49030) (6.63478) (3.40341) (445764)

Implied elasticity
0.3961 BREH) 0.3786 -0.4932 0.6768 10566 07197 0.1824 36769 35108 17281 14782

(0.55387) (1.73349) (0.72503) (1.70629) (0.65448) (0.97496) (1.17045) (1.56749) (2.35968) (3.37040) (1.70181) (239128)
Kink point (SEK) §50.00 850.00 850.00 850.00 850.00 850.00 850.00 850.00 97143 97143 97143 97143
Covariates v v v v v v
Tmplied change (%) 0059 0172 0,056 0,073 0.101 0.158 -0.107 0027 0543 0519 0.255 0218
Outcome mean around kink 1504 1504 1504 1504 1493 1493 1493 1493 1349 1349 1349 1349
Bandwidth 101.4 1014 858 858 1314 1314 892 892 727 727 86.7 86.7
Number of observations 84.276 84276 71,570 71,570 46,400 46.400 31741 31741 17325 17,325 20490 20490

Panel B: Number of visits

Payment days Payment days Payment days
1-100 101-200 201-300

Local linear -+ Bias correction Local linear _+ Bias correction Local linear _+ Bias correction _Local linear -+ Bias correction Local linear _+ Bias correction _Local linear _+ Bias correction

estimates

daily benefits 07592 07341 07595 07309 07397 07257 07172 06961 -0.6409 063227 -0.6408" 06233
per 1 SEK daily wage

(0.00318) (0.01452) (0.00283) (©.01600) (0.00429) (0.00532) (0.00957) (0.01237) (0.00829) (0.01540) (0.00901) (0.01503)
Fuzzy RK estimates
Change in outcome 0.0102 -0.0493 0.0018 00741 0.0098 00159 00327 00104 00571 00279 00637 00015
per 100 SEK daily benefits
(0.02302) (0.00508) (0.02035) (0.10604) (0.02698) (0.03344) (0.05801) (0.07550) (0.09699) (0.18299) (0.10174) (©.17041)

Implied elasticity
% Change in outcome 0.1853 08934 00333 13437 01811 0.2947 0.6069 0.1931 11494 0.5606 -1.2809 -0.0305
per 19 change in daily benefits

O44595)  (170433)  (039960)  (L§91S3)  (0.49229)  (0.60431) (104803 (I3S4IT)  (L8S8SS) (316963 (208068 (13172
Kink point (SEK) 85000 85000 §50.00 85000 §50.00 850.00 §50.00 850.00 97143 97143 97143 97143
Covariates v v v v v v
Implied change (%) 2753 13272 0.495 -19.960 2701 4395 9,050 2880 16984 8284 18928 0450
Outcome mean around kink 037 037 037 037 036 036 036 036 03 034 034 034
Bandwidih 1335 1335 1439 1439 1609 160.9 95.6 95.6 80.7 807 778 778
Number of observations 109,639 109,639 117,59 11759 56,117 56,117 34028 34028 19,191 19,191 18,522 18522

Panel C: Any visits

Payment days. Payment days. Payment days.
1-100 101-200 201-300

Local linear + Bias correction Local linear + Bias correction  Local linear + Bias correction  Local linear + Bias correction  Local linear + Bias correction  Local linear + Bias correction

First stage estimates
Change in daily benefits 075027 0TMTTT 075697 07403 07553 0773270 04T 070267 06465 06157 064237 -0.62207°
per 1 SEK daily wage
(0.00340) (0.00802) (0.00370) ©01116) (0.00268) (0.00382) (0.00349) (0.00910) (©0.00776) (0.01325) ©.00784) (0.01520)
Fuzzy RK estimates
Change in outcome 0.0049 0.0105 00058 00179 0.0053 00074 0.0001 00116 0.0028 -0.0019 0.0392 00517
per 100 SEK daily benefits

(0.00895) ©.02113) (0.00970) (0.02849) (0.00660) (0.00895) (0.00835) ©.02122) (0.02855) 0.05004) ©.03170) (0.06279)
Implied elasticity
% Change in outcome 0.1673 0.3587 0.1977 06139 0.1738 02413 00035 03782 -0.1066 -0.0702 -1.4843 -1.9566

per 19% change in daily benefits

(0.35557) ©.75303) (©.38071) (1.06624) (0.23612) (0.31430) 0.25977) (0.70563) (107519 (2.05451) (1.21866) (236954)
Kink point (SEK) 850.00 850.00 §50.00 850.00 850.00 850.00 850.00 850.00 97143 971.43 97143 97143
Covariates v v v v v v
Implied change (%) 2485 532 2936 9,120 2591 3,598 0052 5.640 -1575 1038 21933 28912
Outcome mean around kink 020 0.20 020 020 021 021 021 021 018 018 018 018
Bandwidth 1285 1285 1217 1217 213 213 186.6 186.6 963 96.3 90.1 90.1
Number of abservations 105,855 105,855 100,474 100474 75,346 75.346 64,607 64.607 22550 22,550 21,209 21,209

Notes. This table presents coefficients and standard errors of the effect of Ul benefits on the costs of
healthcare use. The table uses the analysis sample of unemployment spells with a start date between March
5, 2007 and July 14, 2014 (see Section @) The unit of observation is an unemployment spell. Estimates
are based on a local linear specification, a uniform kernel, and MSE-optimal bandwidths following
Calonico et al ‘We report conventional estimates (columns labeled "Local linear") and estimates
with quadratic bias correction and robust standard errors (columns labeled "+ Bias correction"), with and
without controlling for pre-determined covariates. Standard errors are clustered at the individual level.
Outcomes are the total costs of outpatient care visits (Panel A), the total number of outpatient care visits
(Panel B), and an indicator for having any outpatient care visits (Panel C). We show estimates separately
for payment days 1-100 (columns 2-5), payment days 101-200 (columns 6-9), and payment days 201-300
(columns 10-13) of the unemployment spell. For each column, rows 1-2 show the first stage estimates,
rows 3—4 show the fuzzy RK estimates, and rows 5-6 show the implied elasticities. For elasticities,
we obtain standard errors via a non-parametric bootstrap where we sample unemployment spells with
replacement. Row 7 indicates the kink point, row 8 indicates whether covariates are included, and row 9
expresses the fuzzy RK estimate as a percent of the outcome mean around the kink. The last three rows
show the outcome sample mean around the kink (using observations within 10 SEK of the kink), the
MSE-optimal bandwidth, and the number of observations within the bandwidth.
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Appendix Table 3.11: Effect of Unemployment Benefits on Pre-Determined Co-
variates

Panel A: Payment days 1-100

Average age  Share female ~Share with higher education ~ Share with partner ~ Share with children

First stage estimates

Change in daily benefits -0.7772%* -0.7385%** -0.7461*** -0.7442% -0.7454*
per 1 SEK daily wage
(0.00184) (0.01597) (0.00632) (0.00988) (0.00700)
Fuzzy RK estimates
Change in outcome -0.0176"* 0.0005 -0.0000 -0.0004 0.0003
per 1 SEK daily benefits
(0.00154) (0.00049) (0.00017) (0.00030) (0.00023)
Kink point (SEK) 850.00 850.00 850.00 850.00 850.00
Implied change (%) -0.043 0.038 -0.044 -0.062 0.075
Outcome mean around kink 36.6 0.5 0.2 0.5 0.4
Bandwidth 419.8 719 100.6 834 118.9
Number of observations 275,461 65,166 83,647 69,694 98,281

Panel B: Payment days 101-200

Average age  Share female ~Share with higher education ~ Share with partner ~ Share with children

First stage estimates

Change in daily benefits -0.6953*** -0.6843* -0.6981** -0.6848"* -0.6890"**
per 1 SEK daily wage
(0.01141) (0.01497) (0.01007) (0.01439) (0.01404)
Fuzzy RK estimates

Change in outcome -0.0251" -0.0007 0.0002 -0.0005 -0.0000
per 1 SEK daily benefits

(0.00815) (0.00044) (0.00025) (0.00044) (0.00041)
Kink point (SEK) 850.00 850.00 850.00 850.00 850.00
Implied change (%) -0.055 -0.066 -0.024 -0.053 0.057
Outcome mean around kink 399 0.5 02 0.5 0.4
Bandwidth 115.7 97.6 115.6 1323 102.3
Number of observations 41,019 34,705 41,003 46,731 36,435

Panel C: Payment days 201-300

Average age Share female ~Share with higher education ~ Share with partner ~Share with children

First stage estimates
Change in daily benefits -0.6411"* -0.6369"** -0.6183*** -0.6218"* -0.6051***
per 1 SEK daily wage
(0.01739) (0.01696) (0.01354) (0.01508) (0.01509)
Fuzzy RK estimates
Change in outcome -0.0300 0.0015 0.0002 0.0009 -0.0003
per 1 SEK daily benefits

(0.02195) (0.00100) (0.00062) (0.00078) (0.00068)
Kink point (SEK) 971.43 971.43 971.43 971.43 971.43
Implied change (%) 0.049 0.099 -0.154 0.018 -0.119
Outcome mean around kink 44.1 0.4 0.2 0.5 0.3
Bandwidth 164.7 80.7 724 120.5 2379
Number of observations 35,695 19,204 17,261 27,592 46,534

Notes. This table presents coefficients and standard errors of the effect of unemployment insurance benefits
on selected pre-determined covariates, all measured in the calendar year before the start of the unemploy-
ment spell. The table uses the analysis sample of unemployment spells with a start date between March
5, 2007 and July 14, 2014 (see Section @) The unit of observation is an unemployment spell. Estimates
are based on a local linear specification with quadratic bias correction, a uniform kernel, and MSE-optimal
bandwidths following Calonico et al. (2014b). Standard errors are clustered at the individual level. Out-
comes are age (column 2) and indicators for being female (column 3), being married or cohabiting (column
4), having higher education (column 5), and having children under age 18 at home (column 6). We show es-
timates separately for payment days 1-100 (Panel A), payment days 101-200 (Panel B), and payment days
201-300 (Panel C) of the unemployment spell. For each column, rows 1-2 show the first stage estimates,
rows 3—4 show the fuzzy RK estimates, row 5 indicates the kink point, and row 6 expresses the fuzzy RK
estimate as a percent of the outcome mean around the kink. The last three rows show the outcome sample
mean around the kink (using observations within 10 SEK of the kink), the MSE-optimal bandwidth, and
the number of observations within the bandwidth.
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Chapter 4

Family-Level Stress and
Children’s Educational Choice:
Evidence from Parent Layoffs’

*This chapter is co-authored with Julia Tanndal. We thank David Seim, John Friedman,
Brian Knight, Matthew Lindquist, José Montalbdn Castilla, Emily Oster, Neil Thakral, and
Jonas Vlachos as well as seminar participants at Brown University and Stockholm University
for helpful comments. We thank Simon Kurt and Jan Eriksson at SCB and Arbetsférmedlingen
for assistance with administrative data access. Funding has been received from the James M.
and Cathleen D. Stone Wealth and Income Inequality Project.
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4.1 Introduction

Educational attainment is highly correlated with parental income in a range of
different settingsE] This correlation may reflect a causal effect where poorer
households are constrained from investing in education. Traditionally, such
economic constraints are modeled as credit constraints that arise because credit
markets are incomplete with respect to future earnings (e.g. Lochner and Monge-
Naranjo, 2012). However, the evidence of credit constraints as a major imped-
iment for poor families to invest in education is contested (Francesconi and
Heckman, [2016; Lovenheim, 201 1J).

Family income can have a negative effect on children’s skill formation
even beyond credit constraints. E] It is possible that economic insecurity affects
parents’ ability to make optimal long-term decisions or restrict parental time
available for involvement in their child’s education, both of which are crucial
for educational outcomesEI Another factor highlighted in research on educa-
tion and child psychology points to the causal effect of parental involvement
in children’s education on educational outcomes[

In this paper, we study the effect of a parental income shock on children’s
educational outcomes beyond credit constraints, in the context of upper sec-
ondary school track choice in Sweden. As in most OECD countries, Swedish
families choose whether their children should pursue a vocational or theoreti-
cal education at age ISEI This setting is particularly helpful because education

is free, but parents’ involvement in this complex choice is crucial. We esti-

'For US colleges, income has become increasingly predictive of enrollment for men in
a way that cannot be explained by ability or college tuition (Lovenheim & Reynolds, [2011).
Admission of middle-class students would be substantially higher if admissions were based
on SAT scores alone (Chetty et al., |2020). When school access is based on proximity, the
quality of school is priced into the housing market (Black, [1999). Even in the case of free
school choice, the opportunity to choose tends to be more utilized by families with higher
socio-economic status (Ambler, |1994; Skolverket, 2003). Belley and Lochner (2007) describe
how the correlation between family income and college enrollment has increased over time.

ZFor example, Heckman and Mosso (2014) emphasize the empirical role of parenting in
skill formation.

3For example, Sapolsky (2018) documents the increasing body of research in neurology
showing how the increased level of stress associated with lower socio-economic status can lead
to reduced function in the prefrontal cortex, associated with executive function and long-term
planning.

4See Huat See and Gorard, 2015, for a review.

SThe OECD average of the starting age of upper secondary school is 15.2, in Sweden it is
16. (OECD, 2019, Table X1.1b (2014))



4.1. INTRODUCTION 225

mate the effect of parental economic stress during this choice on children’s
long-term educational outcomes. This allows us to capture any non-financial
constraints on low-income parents’ ability to provide optimal levels of educa-
tion for their children.

We estimate the impact of family-level economic insecurity caused by a
parent getting laid off. Layoffs are registered in our data when an employer
needs to terminate the employment of five or more workers in a single re-
gion due to a long term reduction in labor demand. This decrease is driven
by planned or unplanned shocks at the firm level such as plant closures, re-
duced demand for the firm’s output, reorganisation of production, etc. Which
employee is affected is predetermined by tenure or prior collective bargaining
agreements. Therefore, we can rely on the exact timing of the layoff event to
be exogenous to the characteristics of an individual’s family, primarily the age
of his children at the time. This allows us to use variation in the child’s age and
school progress at the time of the layoff event to estimate the heterogeneous
impact of a parental layoff at different points in the child’s life.

We find that children in families with a parental layoff are significantly less
likely to finish high school than their peers. The effect is concentrated to chil-
dren for whom the parental layoff coincides with the time when they transition
from compulsory to upper secondary school (ages 15-16). The estimated like-
lihood of completing high school on time decreases from 73 to 58 percent for
children whose parents are laid off 6—12 months before the school transition.
For children who are already enrolled in high school at the time of the shock,
graduation probability drops around 3 percentage points. We do not find any
evidence that children leave high school to take gainful employment.

The effects appear to be driven by parents’ time investment in their chil-
dren’s education. The effect of parental layoffs are larger when parental in-
volvement in children’s schooling is necessary, and the cost of such involve-
ment is higher. The negative effects are larger when the layoff occurs before
the time when children apply for high school, a time when parental support is
crucial, than layoffs that happen within the same school semester but after the
application deadline. Additionally, families with less information about the
high school choice at the time of layoff are more adversely affected than fami-
lies with more information. We use siblings as a proxy for the information level

of the family at the time of the event. If the shock affects the school choice
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of the oldest child, the estimated effect on graduation is large, but for younger
siblings, the estimated impact is not statistically different from zero. Since a
younger sibling has the advantage of more family-level information about the
choice before age 15, she will not be as adversely affected by a reduction of

parental investment at the time.

Related literature. Our findings contribute to the literature on the scarring
effects of layoffs as well as to understanding the role of parental income in
children’s education. A long-standing literature documents that involuntary
job loss leads to large and persistent negative effects on the displaced workers’
subsequent earnings, labor force participation and employment stability as well
as adverse effects on mental health[f]

There is some evidence of an effect of parental job loss on children in the
short run. Rege et al. (2011) find a negative impact on children’s GPA at age
16 when fathers loose their job due to plant closures. Children also appear to
obtain some information from parents’ unemployment, and are less likely to
study in the same field as their parent if the layoff occurs during the child’s
teenage years (Huttunen & Riukula, [2019)).

The effects of parental job loss on children’s future earnings are less clear.
Oreopoulos et al. (2008)) find a statistically significant 9 percent negative ef-
fect on future earnings for children aged 10-14 at the time of parental job loss,
while Mork et al. (2020) and Hilger (2016)) find no indication of negative fu-
ture labor market outcomes for children who experienced a parental job loss.
Mork et al. (2020) find no effect on high school graduation rates, early unem-
ployment or utilization of social assistance for parental job losses at child ages
6-18. Hilger (2016) finds no significant effect on college enrollment and only
small effects on the education quality for parental layoffs at child ages 18-22.

The different results may be driven by the different institutional settings or dif-

SFor notable contributions on the effects of job displacement on earnings and unemploy-
ment, see e.g. Jacobson et al., [1993, Von Wachter et al., 2009, Couch and Placzek, 2010 and
Stevens, 1997 for the U.S. and Eliason and Storrie, 2006/ and Seim, 2019 for Sweden. Job
loss also increases stress and mental distress, which affects health outcomes. Sullivan and Von
Wachter, 2009, and Eliason and Storrie, 2009 find considerably higher mortality rates among
displaced workers, while Black et al., 2015|and Mork et al., [2020] show that job loss increases
the risk of cardiovascular health problems and hospitalizations due to alcohol use and mental
health problems. Brand, |2015|provides an overview of the sociological literature on the effects
of job loss on the well-being of parents and children.
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ferences in methodology. Oreopoulos et al. (2008)) and Mork et al. (2020) use
firm closures to identify exogenous job losses, while Hilger (2016) uses layoff
data. It could also be the case that effects of parental job loss on children are
heterogeneous by age. We contribute to this literature by explicitly measuring
heterogeneous treatment effects over the child’s age and education, and test-
ing the institutional mechanisms behind the differences across age. Similar to
Hilger (2016), we use layoffs to identify job losses, as this method provides
a natural control group, reducing the concern for selection into jobs based on
family-level unobservables.

We also contribute to the literature on the role of parent income in chil-
dren’s education. Parent income matters for children’s educational attainment
(Lovenheim & Reynolds, 2011). Yet, Heckman and Mosso (2014} summarize
the research on the role of family income in education by concluding that there
is little evidence to support a pure cash transfer to poor families as a successful
method to increase children’s education. Lovenheim (2011) also finds little
direct evidence that credit constraints are driving the increasing gap in educa-
tional attainment. Parenting does matter for children’s outcomes, however (see
Huat See and Gorard, 2015/ for a review). Intervention studies have shown that
increasing parent’s information and involvement can have positive behavioral
effects on their children (see for example Barrera-Osorio et al., [2020; Rogers
and Feller, 2018; Spoth et al., [2008)). We contribute to understanding what af-
fects parental involvement in absence of active interventions. We also link this
to economic insecurity, contributing to a fuller understanding of why family

income matters, beyond credit constraints.

Outline. The remainder of the paper is structured as follows. Section
describes the Swedish school system and the administrative datasets we use
in the analysis. Section [4.3] discusses our empirical strategy. In Section [4.4]
we first discuss the effect of a layoff on parents, after which we look at the
outcomes of their children. In Section .5] we test potential mechanisms and
narrow the most sensitive time for children down to a few months before the

high school choice. Section 4.6|concludes.
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Prep for secondary
school

Prep for Uni/
Adult Education/

Figure 4.1: Schooling in Sweden

Notes. This figure shows the Swedish education system from grade 7 to university. The aca-
demic calendar runs from August to June, and class assignment is based on year of birth. This
gives the overlapping of age (age 1 on January Ist, the year after birth year) and grade. In
the second semester of grade 9, at age 16, students apply to the high school program of their

choice.

4.2 Background

4.2.1 School Choice

Upper secondary school in Sweden, like most OECD countries, offers students
age 16-18 a choice of specialization through a number of different vocational
and theoretical degreesm This section describes the details around the timeline
and the choice market that prospective upper secondary students face.

Figure [d.T]illustrates the Swedish school system. There are 18 nationally
standardized programs which can be either theoretical or vocational. A vo-
cational program teaches occupation-specific skills as well as academic sub-
jects, but may not ensure university-level qualifications. Around 30 percent
vocational high school graduates attend at least one year of higher education,
compared to 70 percent of graduates with a theoretical degree (see Table [d.T)).

The choice environment varies by location and time. Since the school

reform in 1992, the establishment of privately-run schools has changed the

7 At least 40 percent of upper secondary school students attend vocational programs in Aus-
tralia, Austria, Belgium, Brazil, Chile, the Czech Republic, Denmark, Estonia, Finland, France,
Germany, Greece, Hungary, Italy, Japan, Korea, Latvia, Lithuania, Luxembourg, the Nether-
lands, Norway, Poland, Portugal, Russia, Slovakia, Slovenia, Spain, Sweden, Switzerland and
Turkey (see OECD, [2019] Figure B3.3).
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Table 4.1: High School Choice

Panel A: High school applications

Mean (sd)
Nr Choices 3.343 (1.439)
Attend 1st choice 0.652 (0.476)
Admitted to first choice 0.897 (0.304)

Panel B: Track choice

Vocational Theoretical
Share of HS students 0.54 0.42
Share in track who 0.72 0.29
proceed to university

Notes. Summary statistics on high school applications are based on data from Statistics Sweden.
Panel A uses data on high school applications and defines an admission as the students having
passing grades at least as high as the minimum grade among students admitted to the program.
Panel B shows the share of High school graduates who complete a Vocational or theoretical
degree. In Panel B, individualized programs are classified as neither theoretical nor vocational.
Individualized programs are most commonly set up for students who did not pass the minimum
requirement to finish compulsory school on time, but can also be applied to other cases, for
example, sports programs. The last row shows the share of students in each type of program

who go on to get some university credits by age 30.

market. 53 percent of 15 year-olds in 2000 had access to most (at least 15 out
of 18) nationally standardized programs, while 71 percent had the same access
in 2010. The average number of schools per market has increased from 9 to
12.5. At the same time, the markets are fewer, which means that more students
commute across municipalities to their high school. Furthermore, the share of
potential students who live in a municipality with no school at all has grown
from 33 percent to 42 percent (see Appendix Table [4.1] for details; see also
Fjellman et al., 2019).

Students who wish to attend high school need to apply to programs in
February, their last semester of compulsory school (the exact deadline varies
by year and municipality, usually between February 1st and February 15th).
Students usually apply to 2—4 programs, ranked by preference (Table [.1]).
Most students who passed the minimum requirement for compulsory school
completion are accepted to their first choice, but in the case of limited slots,

allocation is based on grades. The preliminary admittance is based on grades
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in the Fall semester of grade 9 and final admittance is based on the final grades.
National exams, which are important for determining the final grades, are ad-
ministered in late April and early May during the final semester of grade 9,
when students are 16 years oldﬁ

A failure to pass necessary subjects in primary school will require the stu-
dent to finish those subjects before entering high school. An individualized
program is set up for the student, which is designed to on-board the student
into a vocational degree of her choice, but may take more than the standard
three years (Skolverket, [2020).

4.2.2 Data

This section describes the Swedish administrative data used in the analysis.
We combine individual-level data on employment, earnings, and educational
attainment with data on family links and a detailed registry of all layoff events.

The notification registry includes firm layoff notifications of five or more
workers between 2005-2013. By law (Lag [1974:13]), all firms at risk of lay-
ing off more than five full-time employees in the region must notify the local
unemployment agency office between 6 weeks to 6 months before the termina-
tion of employment. At the individual-level, we observe the termination date,
which can be several months after the first notification at the firm-level. We
treat the termination date as the relevant time of layoff, as this is the time when
income drops and the employment is terminated.

Layoffs are driven by a reduction in labor demand. Stated reasons for noti-
fications include plant closure, bankruptcy, reduction in production, or changes
in the production process. Separations due to worker misbehavior are not in-
cluded in this dataset. See Appendix d.A.T] for a detailed description of the
layoff and unemployment process. While employees facing layoffs are still
negatively selected based on observables compared to the population at large,
the restriction to firm-induced layoffs implies that the exact timing of the lay-
off is exogenous to employee characteristics. Appendix Figure shows the
variation over time in the total number of layoffs and the characteristics of the

8School classes are based on year of birth, and the academic year runs from August to June.
In the rest of the paper we discuss child age in years since birth, abstracting from school grade,
as the two definitions overlap.
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affected employees. Pre-layoff income increases for layoffs after the Great
Recession, while the share of layoffs in the manufacturing sector decreases.

We restrict our parent sample to individuals who experience a layoff or
individuals who are at risk of layoff. We define an employee as having a non-
zero risk of layoff if she is currently working at a firm which ever appears in
the layoff data. This excludes most public sector jobs as well as a lot of jobs in
sectors dominated by individuals with a university degree. For a comparison
of the layoff sample to the general population, compare columns (1) and (5) in
Table 4.2

Our population of interest are children who may be affected by parental
layoff. As the notification data covers layoffs in 2005-2013, we focus on fam-
ilies with children born between 1980 and 1992. This ensures that we can have
a balanced panel of child outcomes for children aged 13—23E] The panel data
follows individuals from age 18 (or 16 if they are employed) and onward. We
know the biological parents of the children, and can also observe the household
they live in when they first appear in the data. We can also observe whether
both biological parents are in the same household in any given year. We ob-
serve the highest level of education by year: high school is registered after
graduation, while college is registered as years of enrollment. High school
graduation usually occurs at age 19, but we see students who finish at age 20
and 21 as well. Students enroll in university at ages 20-23. See Appendix Fig-
ure [.3| for details on education levels by age. We also observe the field/major
of education.

For parents, we observe a panel of income and employment from 1991—
2015. Employer-employee match data indicates which individuals are cur-
rently working at firms in our layoff data, which makes it possible to identify
individuals who are employed at a firm with layoff risk. We focus on parent
income and industry of employment as matching characteristics, as well as de-
mographic variables. Table shows the characteristics of the parents in our
sample, as well as in the population at large. These tables also illustrate the

matching procedure, which we turn to next.

9See Appendix Figurefor the distribution of observations over the year x cohort x age
distribution.
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Table 4.2: Summary Statistics at Time of Matching

ey @) 3) “) &)
Layoff Control Layoff Control Pop.
group matched matched >30yo
Female 0.265 0.265 0.207 0.208 0.464
(0.442) (0.441) (0.405) (0.406) (0.499)
Age 40.69 41.49 40.62 40.66 39.29

(5.225) (5.267) (4.645) (4.645) (7.325)

Laborincome 2748493  301971.3  297828.8  299090.6  239647.7
(2010 SEK)  (161831.4) (210699.1) (170528.3) (209228.8) (201762.2)

Income vintile 13.77 14.62 14.51 14.41 12.76
(4.262) (4.356) (3.965) (4.074) (5.130)

Highest ed: 0.119 0.166 0.123 0.128 0.296
University (0.324) (0.372) (0.329) (0.334) (0.457)

Highest ed: 0.538 0.502 0.542 0.542 0.408
High school (0.499) (0.500) (0.498) (0.498) (0.492)

Married 0.557 0.546 0.569 0.584 0.347
(0.497) (0.498) (0.495) (0.493) (0.476)

Unemployed 0.0779 0.0379 0.0607 0.0408 0.0845
(0.268) (0.191) (0.239) (0.198) (0.278)

Tenure at job 57.81 71.90 60.63 72.68 49.95
(months) (41.32) (42.82) (41.64) (44.20) (35.66)

Manufacturing 0.455 0.468 0.460 0.461 0.236
(0.498) (0.499) (0.498) (0.498) (0.425)

Year 2001.5 2001.0 2001.6 2001.7 2001.5
(2.352) (2.694) (2.235) (2.226) (2.332)

Any children? 1 1 1 1 0.893
(0.309)
N 17172 680786 11323 48277 6469957

mean coefficients; sd in parentheses

Notes. Matching is based on child year of birth and gender (not shown) as well as parent
age, gender, individual and household income and industry of last employer. Time-varying
characteristics are all matched based on characteristics measured when the child is 12 years old.

Note that layoff probability decreases by tenure on the job.
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4.3 Empirical Strategy

To identify the effect of a parental layoff on children’s educational outcomes,
we rely on variation in the child’s age at the time of layoff, as well as matching
families who experience parental layoffs to families who do not, but where
a parent is at risk of getting laid off. In this section, we first describe the
restrictions on the control group and the matching procedure. Second, we
discuss the assumption that the exact timing of parental layoff is exogenous of
the child’s year of birth. Third, we describe how this assumption is used to
estimate the expected difference in potential outcomes between the treatment
and control group, and we explain our estimation procedure.

In addition to families who experience a parental layoff, we use families in
which one parent is at risk of layoff as a control group. We define all firms in
the notification data as firms with a non-zero layoff risk, as they all have had
at least one negative shock causing layoff over the 8 year period in which we
observe layoffs. Any individual who is working for a firm that ever appears in
the layoff data is considered to have a non-zero risk of layoff.

A parent in our control group will not be laid off in year ¢ and will still be
employed at the firm in year t + 1. Her exposure to layoff risk can either come
from a layoff at the firm in year r where she wasn’t notified or from a layoff in
a different year, before or after . We do not require the control to be laid off
in a future event, nor that she still is employed by the firm when it happens.
So while we ensure all parents are exposed to risk, we will have a pure control
group and not have to adjust our estimates for staggered event timesm

In addition to this restriction of our control group, we also perform a coarse
exact matching on child and parent characteristics to ensure the treatment and
control group are similar based on observables. Initially, we do an exact match-
ing of the gender and birth year of the child, as well as the gender of the parent.
For a given event year, we match parents who are laid off in this year to parents
of the same age who are at risk of layoff by being connected to an at-risk firm
the same year. For the families in the control group, this year is their potential,

or placebo, layoff yearE-I We also match the families based on their income

10See Borusyak et al. (2024) for a discussion of a pure control group as a solution to the
problem of staggered event studies, highlighted for example by Sun and Abraham (2021) and
Goodman-Bacon (2021).

"' We allow control families to enter with several different potential layoff years, as the exact
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and industry of employment (2-digit level). We match all families on income
and industry characteristics measured when the child is age 12. This ensures
that the control group includes families with similar childhood experiences,
regardless of when in the child’s life the parental layoff occurs.

Table [4.2] presents the result of the matching. Columns 1 and 2 show the
parents with a layoff and the parents at risk of layoff (columns "Layoff" and
"Control group") without additional matching on child and parent character-
istics. Columns 3 and 4 show the result of matching the control group to the
layoff group. Column 5 shows the overall population over age 30 over the
same time range. Restricting the control group to parents with a non-zero risk
of layoff is the most important step to ensure a good match on observables.
Adding the match on child and parent characteristics increases the precision
of the similarity between the groups on the set of matched characteristics and
on parental education level and marriage rates. Even after matching, there are
some observable differences between the treatment and control group, for ex-
ample in the tenure at the current job. Tenure is a good example of a variable
that we know drives the likelihood of layoff, due to the mandated last-in first-
out principle. There are likely to be other factors, related to layoff probability
but unobservable to us, that are not balanced over the treatment and control
group by this matching procedure. Therefore, to adjust for selection on ob-
servables we also rely on variation in the exact timing of parental layoffs. This
is where we turn next.

As layoffs are induced by negative shocks to firms, we assume that the
exact timing of the layoff is exogenous to the age of the child at the time of
layoffE-I Even if there are unobserved family characteristics that predict both
the future educational attainment of the children and the likelihood of layoff
for the parent, the exact arrival time of the layoff shock needs to be unrelated
to the birth year of the child. Figure #.2] does not reject this assumption, as
it shows that conditional on event year and parent age, we find no significant
correlation between layoff probability and child age in the sample of parents
at risk of layoff.

If potential outcomes differ systematically between the treatment and con-

trol group (selection into layoff) then we can use the random variation in the

matching procedure will reduce the weight of the observation accordingly.
128ee the discussion of the definition of a layoff in our data in Sectionm
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Figure 4.2: Likelihood of Parental Layoff

Notes. The figure shows a binned scatterplot of the likelihood of layoff in the sample of parents
connected to firms in the Notification registry. Conditional on parent age and year of layoff, we
cannot reject the null hypothesis that there is no linear relation between child age and parent
layoff probability. The 95 percent confidence interval on the linear coefficient is (-.00005,
.00011) with a p-value of 0.428.

age of the child to estimate this difference. Let ¥;(Z) be the outcome for an
individual i after receiving the treatment Z, where Z € {0,z} can be either
no parental layoff, Z = 0, or a parental layoff in the year the individual is z
years old, z € [14,25]. Let S; be the set of treated individuals and Sy be the
set of non-treated individuals. Under the assumption that selection into layoff
is independent of the age of the child at the time of layoff, then the expected
outcome for any Z = z are the same. For example, it is as-good-as-random
whether the child experiences the parental layoff at age 18 or age 20, that is,
E(Yi(Z)|z=18,i€ S)) =E(Y;(Z2)|z=20,i € S}).

Consider the main outcome of interest in our analysis, on-time high school
graduation. This is a one-time event, which either realizes or not at age 19.
If a child is treated at age 20, this cannot have any effect on her outcome, as

it was already realized in the previous year. Therefore, the potential outcome
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for treatments at age 20 or above will be equal to the potential outcome of
not being treated at all, that is, ¥; 19(z > 20) = Y; 19(Z = 0). This allows us
to obtain an estimate of the counterfactual effect of not being treated for the

control group.

E(Yi,lg(z > 20)‘1' S Sl) = E(Ymg(z = 0)|l € Sl)
E(Yi,lg(z = 20)|i € Sl) —E(thg(z = 0)|l € Sp,age = 20) =
E(Yi,lg(z = O)|l S Sl) —E(Y,'719(Z = O)’l S S())

Any difference between the treatment and control group observed at age 20
is therefore entirely driven by differences in potential outcomes. Also note that
if we assume that the timing of layoff would be random also for individuals in
our control group, the difference in potential outcomes between treatment and
control does not vary by age. Hence, we can use the estimated difference in
outcomes at age 20 as an estimate of the average difference in potential out-
comes for all age groups. This difference (Y; 19(Z =20)]i € S;) —E(Y;,19(Z =
0)|i € So,age =20) is observable, and we use the estimated value of this dif-
ference to normalize the estimation of treatment effects.

Equation [4.1] shows the regression specification we use to estimate the ef-
fect of parental layoffs on children’s educational outcomes. Note that, even
though we have panel data on families, the regression is cross-sectional at the
child-level. The outcome of interest, y; 4,,, is observed once for each child i at
age ap. The variable of interest is the layoff status of the parent at the child’s
age and semester in school (ag). In order to capture the different schooling
contexts for children at the time of parental layoff, we define age as the age
in semesters, from January — June when the child is 13 (ag = 1) to July -
December when the child is 25 (ag = 24). As we are interested in the hetero-
geneous effect of parental layoffs over the child’s schooling, we will estimate a
set of coefficients 9, to describe the average effect of parental layoffs in each

age-semester ag.

24
Yiao =Y, GaplLayott, —1)+ Te+ Y +BXi+ & A.1)

llE.l
ag=1
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A child in the control group will have no positive values of the dummies
Layoft,, ;. The control group is crucial to capture the unequal distribution of
time, age and cohort (Appendix Figure .4]illustrates this issue) by cohort and
event year fixed effects, 7., ¥%,. Control variables X; are captured by the match-
ing procedure described above and are either time invariant, measured at age
12, or at the year of (potential) layoff. The results are also robust to including
separate event year fixed effects for the treated, to alleviate any concern about
differential selection into treatment over time.

Any of the estimates 0,, for agep > aop is a valid estimate of the aver-
age difference in potential outcomes between treatment and control group. To
mimic the presentation of a conventional event study, we normalize the effect
using the youngest of the post-outcome group. However, we include all esti-
mates for children above the outcome age up to age 25 in our figures, to allow
the reader to assess the validity of the assumption that any of the older chil-
dren can be used to estimate the bias due to selection on unobservables. These
estimates are highlighted by the shaded area in Figures {.4]to

4.4 Results

This section describes how children’s educational outcomes are affected by
parental layoff. We begin by establishing that layoffs lead to increased eco-
nomic insecurity within the family through an increase in unemployment risk
and earnings variability, along with a decrease in earnings in the short-to-
medium run. We then move on to the impact on child high school graduation
rates. We find that children who are transitioning from compulsory school to
high school are adversely affected by parental layoff, with lower graduation
rates from high school and no increased uptick in employment. Finally, we
study mechanisms and find that the layoffs that coincide with the high school
choice have the most negative impact, and that the effects are higher for fami-

lies with higher information costs associated with the high school choice.

4.4.1 Parental Layoffs and Earnings

The initial step, or first stage, in the intergenerational transmission of a layoff

shock is to understand how parents are affected. In this section, we document
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the short-term and medium-term effects of layoff on parents’ earnings and un-
employment. We show that insecurity about future earnings increases, and we
interpret a higher level of uncertainty as an important effect of the layoff.

Labor earnings for parents who get laid off initially drop by 20 percent
relative to the control group, and the gap remains economically significant even
7 years after the layoff, as shown in Figure This is in line with previous
findings on displacements in Sweden (e.g. Eliason & Storrie, 2006, Mork et
al., [2020; Seim, [2019). As explained in Section @], we define a layoff as
a termination of employment induced by the employer due to a reduction in
labor demand at the firm. Layoffs do not necessarily lead to unemployment, as
there may be sufficient time between the time of notification and termination
for the employee to find a new job. Figure 4.3b| shows that only 50 percent of
laid off parents register as unemployed in the following year.

Conditional on unemployment, annual labor income falls by almost one
third in the year after layoff, see Figure Unemployment insurance (UI)
covers up to 80 percent of pre-unemployment income, which is reflected in
the effects on disposable income shown in Figure [4.3dl Unemployment insur-
ance coverage is not automatic, and any severance pay affects the start of Ul
benefits [1]

In addition to a decrease in expected disposable income due to unemploy-
ment or a worse match with the next employer, the variability of earnings in-
creases at the time of layoff. Two years after the employment shock, disposable
income is lower than pre-layoff for 75 percent of the sample, and the spread
between the 25th and 75th percentiles of labor income in the layoff sample
increases by 50 percent 7 years after layoff relative to the pre-layoff range (see
Appendix Figure 4.5)).

We will refer to this combination of a spike in probability of unemploy-
ment, a moderate drop in expected future earnings in both the short and the
long run, and an increase in variability of earnings as economic insecurity.
Getting fired is a major factor of increased stress (Holmes & Rabhe, [1967)), and
even in the Swedish context where the unemployment insurance is relatively
generous, there is evidence that job loss causes an increase in mental distress

and harmful behaviors, in the worst case leading to premature death (Eliason

13See Appendix for a detailed discussion of the layoff procedure, Ul benefits, and
severance pay.
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& Storrie, [2009)).

4.4.2 Parental Layoffs and Children’s Educational Outcomes

We now turn to our main results — the impact of the increase in economic inse-
curity on children’s educational attainment. We find large effects for children
who are about to transition to high school, and we find some evidence that the
impact is larger for families where the economic insecurity from a layoff is
more severe.

The impact of parental layoffs on children’s high school graduation rates
are concentrated to layoffs that occur in the last three semesters of compul-
sory school, right before the transition to high school. Figure 4.4] shows the
estimated age-semester effect on the graduation rate of children with a laid-off
parent relative to children in the control group in the same age-semester. Re-
call that all estimates shaded in gray are estimates for children who are older
at the time of treatment than at the time of outcome. These coefficients serve
as an additional control group, showing that there is no significant difference
between the estimate at age 20 (used for normalization) and any of the other
ages where we expect the treatment effect to be zero. We denote the time of
parental layoffs in the Spring semester (Jan-June) when the child is 13 as 13.0
and a parental layoff in the Fall semester (July-Dec) as 13.5 for each age 13.0-
25.5. In Figure [4.4] the dotted line at age 16 represents the end of compulsory
school and start of high school. The dotted line at age 19 represents the high
school graduation age for students who graduate on time.

Parental layoffs prior to child high school enrollment have a significant
negative effect on children’s eventual graduation rates. In Figure f.4] we see
a clear dip in the graduation rates of students who experience parent layoff in
age 15-16, right around the completion of compulsory school and transition
to high school. The impact on high school graduation rates for students in
the semester prior to compulsory school graduation is large, decreasing the
expected on-time graduation rate from 73 percent for students with no family
shock to 58 percent for students who experienced a parental layoff at this time
in their school life (age 15.5). Students already enrolled in high school at the
time of parental layoffs (ages 16.5 to 19) are not significantly less likely to
complete high school than their peers. Table 4.3|and Appendix Table 4.3[show
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Figure 4.4: Effect of Parental Layoffs: High School Completion by Age 19

Notes. This figure shows the estimated impact of parental layoffs on children’s on-time high
school graduation rate separately by child age at the time of the layoff. The dotted line at age 19
represents the time when students are expected to graduate from high school. The dotted line
at age 16 represents the time when students transition from compulsory school to high school.
The parameter estimates correspond to the coefficients ,, s from Equation for child ages
at parent layoff of ag € [13,25], normalized to 0 at ag = 20,s = 0. The regressions include
cohort and event year fixed effects and are run on the matched sample. The outcome, high
school graduation by age 19, is defined as a dummy equal to 1 if the child’s highest education
19 years after birth is a completed 2- or 3-year high school degree or higher, and 0 otherwise.
84 percent of all students who will graduate high school have graduated by age 19. Estimates
are reported in Appendix Table 2] and F-tests are reported in Appendix Table 3] Table [£.3]
column 1 shows the joint estimate of the effects of a pre-high school and high school layoft,

respectively.
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Table 4.3: Effect of Parental Layoffs: Gender Subsets

(1) (@) (3) 4 )
Baseline Men Women Fathers Mothers
Layoff 0.00668 -0.00387  0.0205%** 0.00247 0.0226*
(0.00542) (0.00724) (0.00784) (0.00615) (0.0116)
Layoffs in Ages:

14.5-16 -0.0602***  -0.0400*  -0.0857***  -0.0605*** -0.0585%**
(0.0152) (0.0207) (0.0215) (0.018) (0.0286)
16.5-19 -0.0162* -0.018 -0.0148 -0.0200%* -0.00649
(0.00905)  (0.0122) (0.0129) (0.0104) (0.0186)

Constant 0.637%**  0.599%**  (.686%*** 0.645%**  0.609%**
(0.00427)  (0.00574) (0.00611)  (0.00483)  (0.00903)
Ob 223,119 126,664 96,455 135,247 87,872
R-squared 0.011 0.016 0.018 0.012 0.03
Standard errors in parentheses
**% p<0.01, ** p<0.05, * p<0.1
Cohort and year of layoff fixed effects included in all specifications
Children younger than 14.5 dropped

Notes. Column 1 shows the baseline regression (corresponding to Figure f.4) but with age
brackets based on high school. Ages 14 and younger are dropped from the estimation. Columns
2 to 5 run this specification for different subsets of the population based on the gender of the

child (columns 2 and 3) and parent (columns 4 and 5).

the joint significance test for students of high-school age.

To drop out of school without a completed high school degree is associ-
ated with substantially lower lifetime earnings than a high school graduate.
In our sample, earnings are up to 48 percent lower for dropouts compared to
high school graduates in the first years out of high school, see Appendix Table
M.4] The earnings of high school dropouts in the population follow a parallel
income path to high school graduates at 60 to 75 percent of earnings up until
at least age 30@ As children’s earnings may be impacted by local labor mar-
ket shocks that are correlated with parental layoffs, we are hesitant to argue
that our empirical framework would be valid to study the impact on intergen-

erational income correlation directly. Nevertheless, we do observe a negative

14See Appendix Sectionmmr a detailed description of earnings by education level.
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Table 4.4: Parent Heterogeneity — F'-tests

ey ) 3) “) &)
Single vs dual Rel. income  Uldays Realincome Rel. income
earner HHs pre-layoff  post-layoff  post-layoff  post-layoff

F, 15.0 0.65 0.18 2.97 0.08 0.05
(0.42) (0.674) (0.085) (0.776) (0.823)

F, 155 0.61 0.16 5.98 1.05 0.00
(0.433) (0.686) (0.014) (0.305) (0.945)

F, 16.0 1.23 1.52 3.18 1.15 0.12
(0.268) 0.217) (0.074) (0.283) (0.732)

P-values in parentheses
% p<0.01, ** p<0.05, * p<0.1

Notes. Each estimation represents the F-test of equality at each semester-age for children with
different family characteristics. Column (1) tests the equality of coefficients between single
and dual earner households. Column (2) tests the equality of coefficients between households
with above and below median pre-layoff relative earnings. Column (3) tests the equality of
coefficients between households where the parent spent above or below median number of days
in UI following layoff. Column (4) tests the equality of coefficients between households with
above-median or below-median real income in the two years following the layoff. Column (5)
performs the same test, but using the same relative income specification as in column (2). In
columns 1 and 2, both the treatment and the control group are split by the characteristics. In
columns 3-5, we split only the families affected by layoff, as these are post-layoff outcomes.

The median income is therefore relative to other individuals who were laid off.

— albeit imprecisely estimated — effect of parental layoffs on child earnings
in their early 20s precisely for children of age 15.5 at the time of layoff (see
Appendix Figure #.5b).

We do not find any evidence that children drop out of school to find em-
ployment to support their family financially. In addition to lower expected
earnings later in life, children who do not graduate high school are not earn-
ing more than their peers at ages 16—19 Figure shows the estimated
effect on children’s cumulative earnings in their late teens by parental layoff.
We find no significant impact, but the point estimates are noisy due to the low

share of teenagers with observable income in our sample. In the population,

I5Note that we define high school dropouts by the absence of high school graduation. There-
fore, students who are still attempting to complete their degree but fail to ever pass the minimum
number of classes required will be considered dropouts. This will not allow for time to seek
outside employment.
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those who will not get a high school degree by age 19 earn less from age 16
onward than those who will (see Appendix Figure {.6). Employment during
high school can be facilitated through vocational program internships, increas-
ing the teenage earnings of students in vocational relative to theoretical high
school tracks[™]

Children who do not graduate from high school on time at age 19 may still
be able to graduate later, in which case the economic impact would not be as
severe. Our estimates, however, are robust to looking at graduations by age 21,
thus allowing for two years of grade repetition or complementary education
to finish primary school. Appendix Figure {.8| shows graduation rates by age
21, when 98 percent of all individuals who will ever complete high school have
graduated. Even here, we find a drop in graduation rates of 9 percentage points
for students in the last two semesters of compulsory school. Even a delay in
graduation age (i.e. someone who has finished by age 21 but not by age 19)
signals lower educational achievement than on-schedule graduation. Students
who delay graduation tend to have lower earnings during their high school
years, earning 20 percent less than on-time graduates during high school, and
14 percent less at age 22 (the first year after graduation)E]

Parental layoffs do not affect the graduation rate from academically more
demanding degrees. Figure shows that graduation rates for scientific de-
gree programs are unaffected by parental layoffs for all ages. These degree pro-
grams are usually attended by highly motivated studentsEg] Graduation rates
from vocational degree programs are depressed for students who are about to
start their high school, and to a smaller extent for students already enrolled at
the time of parental layoffs (see Figure 4.6b). This is in line with the literature
on parental involvement which focuses on at-risk or low-achieving students
(Huat See & Gorard, [2015)).

To summarize, we find that the increase in economic insecurity caused
by parental layoffs can have large negative effects on children’s likelihood to
complete high school, if the shock occurs when children are transitioning from

compulsory school to high school. We find that the impact doesn’t vary by the

16See Appendix Section [4.A 2| for more details on children’s earnings.

"Calculated from Table 4.4

8Note that we do not observe grade enrollment in real time, but only after graduation.
Hence, we do not know which program dropouts enrolled in, if any.
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Figure 4.6: Graduation Rates by Education Field

Notes. Panel (a) shows the likelihood of graduation from a scientific program (Naturvetenskapliga programmet) by age 19. Panel (b) shows the likelihood of

graduation from any vocational program (Yrkesprogram) by age 19. The parameter estimates correspond to the coefficients &, s from Equation Eéroﬂo the

outcome is graduation by age 19 from a scientific or vocational program, respectively. The regressions include cohort and event year fixed effects and are run

on the matched sample. The dotted line at age 19 represents the time when students are expected to graduate from high school if they are graduating on time.

The dotted line at age 16 represents the time when students transition from compulsory school to high school.
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size of the income shock, but that academically strong students are insulated
from the shock as they do not appear to change their choice of track to less
prestigious degrees or fail to graduate. We now turn to examining the drivers

of the sizable effect for this particular age group.

4.5 Mechanisms

4.5.1 Parent Income

The size of the income shock following parental layoffs does not significantly
alter the impact on children’s high school dropout rates. The realization of
the economic uncertainty caused by the layoff will occur after the layoff date,
and the duration of the shock varies. Hence, our current setup allows us to
capture the effect of the uncertainty, not the effect of a material decrease in
living standards.

We do not find significant evidence of larger effects on households with
more pre-layoff economic insecurity. Figure[d.7)shows the split between house-
holds with better or worse economic circumstances at the time of layoff. In
panels [4.7al and [4.7b] we see the estimated effects for children with a single-
earner father getting laid off relative to a father layoff in a two-earner house-
hold. The effects appear to be larger for the single-earner family, but are not
statistically different from each other. Similarly, Panels and show
families with above-median or below-median pre-layoff earnings. Here, the
trends are more similar and not statistically different. We also show the split
based on the realized outcome of the number of days in unemployment in pan-
els and This outcome occurs after the intervention of interest, the
layoff date, and we are therefore careful in interpreting the results. We believe
the actual days in unemployment can be informative about the perceived sever-
ity of the layoff shock at the termination date, but we acknowledge that this is
a bad control. F-tests of the difference between coefficients to the right and
left in Figure .7 can be found in Table

We conclude that better economic conditions prior to the layoff shock do
not insulate children from experiencing the economic uncertainty caused by a

parental layoff.
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Figure 4.7: Heterogeneity by Parent Characteristics

Notes. Panel (a) shows the likelihood of on-time high school graduation for parental layoffs when the
parent was the single earner in the household. Panel (b) shows the effect of a parental layoff when a second
working parent is present. The control groups are also restricted to be in single/dual earner households, in
addition to standard matching. Note that we restrict the households to fathers in this case. Our baseline
results are robust to this specification, see Table@ Panel (c) and (d) shows the estimated coefficients in
restricted samples where the pre-layoff parental income is below or above the median income in the layoff
sample. The control group is also split at the same income rate. Here, both fathers and mothers are included.
Panel (e) and (f) show the estimated coefficients for families with below-median or above-median days in
unemployment following a layoff. The entire control group is included for both estimates, as the split is
relevant only for the families where a layoff actually occurs. Tests of equality of coefficients are presented
in Table 4]
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4.5.2 Transition to High School

There are two potential reasons why the transition between compulsory school
and high school can be a vulnerable time in the student’s education path.

First, consider the effect of enrollment on high school completion rates.
Schools are incentivized to help struggling students in their programs to com-
pletion, but not to take on new students who do not appear to meet their aca-
demic standards. A shock to academic performance prior to high school en-
rollment may lead to students not getting into their preferred school, or require
students to retake classes prior to enrollment. If a student was already enrolled
in the high school, when the shock happened, she might get additional support.

Second, consider the high school choice. As described in Section[4.2.1] the
choice of high school requires students and their parents to know the expected
labor market return to at least 15 different education tracks as well as to indi-
vidual schools. This is a family-level decision with a high degree of parental
involvement (Skolverket, 2003} Chapter 5). Not having sufficient information
and parental support can lead to a suboptimal school choice which decreases
the child’s likelihood of graduation. As high school is not mandated by law,
teenagers with a higher discount factor may even take this opportunity to not
apply to any schools at all.

We first differentiate between these two channels by considering the exact
timing of the parental layoffs relative to the child’s school calendar. We focus
on two important dates in the last semester of compulsory school: the high
school application deadline in early February and national exams in the second
week of May February and May deadlines correspond to the school choice
and academic performance shock channels, respectively. We detect no change
in graduation rates for layoffs around the time of national exams, see Appendix
Figure 4.9] for the raw data on families with parental layoffs only. However,
we do find a need to investigate the drop around the high school application
deadline further.

Figure illustrates the effect of a parental layoff right before the Febru-
ary deadline. We show a nonparametric estimate of the change in outcome by

child age at the time of layoff, allowing for an interruption in the time series in

19The exact test dates and application dates vary by school year. We use February st as the
application deadline, as the historical application dates have varied between February 1st and
February 16th.
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13 14 15 16 17 18 19 20 21
Age at parent's layoff

Daily

Figure 4.8: High School Graduation Rate by Parent’s Separation Date

Notes. This figure shows the differential impact of parent layoffs on on-time high school grad-
uation around the time of high school applications. The outcome is defined as the high school
completion rate by age 19 relative to the matched control group. The estimated effect at the
cutoff is robust to a wide selection of bandwidths, see Appendix Figure See Figure
for placebo tests. The solid line represents the high school graduation deadline on February 1st,
the Spring semester when children are 15. The dotted line furthest to the left represents the last
final exam date, in the second week of May. For completeness, we also show the line at the start

of grade 8, in the Fall semester at age 14, when children first start to receive grades.

February. Layoffs right before the school choice deadline in February lead to
significantly lower high school graduation probabilities for children than lay-
offs with termination deadlines after February, as shown in Figure The
nonparametric specification and the selection of the optimal bandwidth follow
the approach in Calonico et al. (2014), treating the time series interruption as
a cutoff of a regression discontinuity (RD) design.

We find no significant effect of parental layoffs around the time of the
national exams. This contrasts with Rege et al. (2011) who find a negative
effect on final grades at age 16 in a similar setting in Norway. As we do
not observe grades directly, we cannot reject any effects on grades following

layoffs around May in the last semester of compulsory school, but we do not
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Table 4.5: Interrupted Time Series Estimates of Application Deadline

(1) 2) 3) “4)
VARIABLES Graduation Graduation Graduation Graduation |
Parental unemp

RD Estimate 0.10504**  0.09568* 0.09566%* 0.235%**
(0.0431) (0.05172) (0.05171) (0.0829)
Effective Obs Pre 703 473 473 289
Effective Obs Post 1218 663 663 375
Bandwidth (MSE) 1.20 0.747 0.747 0.815
Cohort-year FE No Yes Yes No
Control weights No No Yes No

Standard errors in parentheses
% p<0.01, ** p<0.05, * p<0.1

Notes. We follow Calonico et al. (2019) to estimate the optimal bandwidth and robust confi-
dence interval for the point estimate at the time series interruption as if it was an regression
discontinuity design with controls. We use cohort-year dummies as controls. In column 3, we
include the control group to be able to allow for re-weighting, but this only has a marginal im-
pact on the estimate. Column 4 is specified as in column 1, but only for parents who experience
unemployment after layoffs.

find any medium run effects of shocks close to the final exams. To the extent
that compulsory school grades are affected, we do not observe any direct effect
on high school graduation from grades, separate from the effect on high school
application behavior.

The point estimate at the February cutoff is robust to a wide selection of
bandwidths (see Appendix Figure d.10) and the inclusion of controls (see Ta-
ble i.5). Appendix Figure [4.10] shows the robustness of the point estimates
with respect to the bandwidth of the nonparametric estimate. The standard
errors are chosen based on the discussion of optimal bandwidths for regres-
sion discontinuity designs (Calonico et al., 2014 Imbens and Kalyanaraman,
2012). The point estimate at the cutoff is also robust to including or excluding
controls and event year fixed effects, see Table 4.5]

Figure [4.9] shows the smoothness around the application deadline cutoff

in density, pre-determined variables, and parent characteristics. There is no
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change in density around the February cutoff, but it should be noted that higher
ages in calendar years can include more cohorts, and we therefore see an in-
crease in observations for older age groups (Panel .9¢)). Pre-determined vari-
ables such as parental pre-layoff income (Panel and the birth year of the
child (Panel[4.9¢) are not different on either side of the cutoff. The characteris-
tics around parental layoffs also appear to be similar around the deadline, with
an equal number of days in unemployment (Panel 4.9d) and similar earnings
in the two years after the layoff (Panel [4.9b).

We find that the estimated difference at the cutoff is larger for parents with
a binding termination date. As the time between the first individual notifica-
tion and actual termination can be several months, the termination date is not
necessarily binding for all parents. If the parent has already managed to secure
a new job prior to her termination date, she might actually have more time to
help her child with their education than in the absence of a layoff. Appendix
Figure .11 shows the result for parents who transition from the employer who
laid them off to registered unemployment. For this sample, we know the ter-
mination date is binding, as they have not found new employment before ter-
mination. For families with their first unemployment date the day before the
high school application deadline, the estimated effect implies a drop of 23 per-
centage points in the probability of completing high school on time (see Table
13)E

The results from Figure 8] are consistent with a model of limited parental
time with differential returns to parental involvement depending on the school
activity. After the layoff is announced, the parent will need to devote more
of her leisure time to job search, which decreases the time available to engage
with her children’s schooling. Increased stress due to economic insecurity may
also have a negative impact on the quality of parental involvement, holding
time constraints fixed.

Huat See and Gorard (2015) identify two mechanisms through which parental
involvement affects children’s educational outcomes: improved learning and
aligned expectations. Involved parents improve learning by functioning as an
additional teacher, or they can reinforce the school’s message about the expec-

tations about student behavior and the importance of going to school. Spoth et

20The interpretation of this result should be done with caution, as we are conditioning on an
event that occurs after the treatment.
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Notes. The non-parametric fit is estimated by a local linear estimator (polynomial of degree
1) with an MSE-optimal bandwidth following Calonico et al. (2014). The cutoff is set to be

February Ist, age 16, which represents the high school application deadline studied in Figure

A8
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al. (2008) find that increasing parental competency and communication skills
has a positive effect on educational outcomes of children in the same age group
as in this case (the intervention takes place at age 14 and outcomes are observed
at age 18).

In our case, parental involvement in the high school choice process may be
important to communicate the importance of going on to high school (which
is voluntary), as well as expectations about what kind of track choice would
be acceptable. Parents may be better suited than teachers to help students
understand their individual returns to different schooling options. In order to
credibly be involved, parents need to be informed about the current state of the
high school market.

Informational costs related to the high school choice are high (Skolverket,
2003). In the average high school market, there were 10 different schools
to choose from in 2005, with the number rising to 16 different schools by
2013 (see Appendix Table 4.T)). Schools advertise themselves to prospective
students and their families primarily through visiting days (evenings) outside
of regular office hours, which means that unemployed parents have no time
advantage.

We proxy for the family’s knowledge about the high school choice market
using the sibling order of the child whose high school choice is impacted by
parental layoff. Given the nature of knowledge, the cost of gathering informa-
tion is going to be highest the first time a choice is made. Repeat choices may
require some updating, but we assume that families do not unlearn over time
(similar to Chetty et al., 2013)Er] Therefore, the cost of parental involvement
in the high school choice of the oldest sibling is going to be higher than the
cost for younger siblings.

Figure shows the estimated effects for the oldest (or only) child in
the family (Panel a) and younger siblings (Panel b). For older siblings, we
estimate a clear negative effect of parental layoffs prior to high school choice.
For younger siblings, the estimates are more noisy, but the point estimate at

age 15 is only a third of that for older siblings, and not statistically different

2lIn Chetty et al. (2013), the authors argue that if knowledge about the specifics of the
tax code is present in a location in one year, people will still remember the following year, so
information can only grow. In this paper, we argue that once the family has gathered information
about the high school choice for their first child, the family will still remember once it is time
to make the same choice for the next child.
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from zero. Table [4.6]tests the equality of the point estimates shown in Figures
4.10al and [4.70b] For each semester-age 15, 15.5 and 16, we test if the effect
of parent layoff on the oldest sibling is equal to the effect on a younger sibling

in the same situation. The effects are not statistically different for on-time
completion (by age 19), but if we allow for delayed students to also complete
their degrees (by age 21), we do find a significantly lower completion rate for
oldest siblings who experience parental layoff, compared to younger siblings.

We find that the large drop in graduation rates caused by parental layoffs is
most severe around the time of high school choice, a complex and individual
choice where parental involvement is crucial. Evidence from the exact timing
of the layoff favors the school choice over grades as the driver of the result,
and we also find evidence that families with more prior information about the

school choice are not as adversely impacted by the layoff.

4.6 Conclusion

We have explored a particular channel through which economic insecurity can
affect children’s educational outcomes. We show that children in Sweden are
relatively insulated against economic shocks that affect their parents, except
for when they are about to transition between compulsory school and high
school. The high school choice is a complex decision which requires a lot of
parental involvement. From the education literature, we know that that parental
involvement (Barrera-Osorio et al.,[2020; Huat See and Gorard, [2015; Rogers
and Feller, [2018)) and parental competency during adolescence (Spoth et al.,
2008)) have a causal effect on educational outcomes.

We use parental layoffs as a source of variation in the level of economic in-
security faced by parents. Data on individual layoffs initiated by the firm have
several advantages relative to identifying job loss from plant closure. First, we
ensure that the timing of the parental shock is independent of the child’s year
of birth, leading to exogenous variation in the age of the child at time of lay-
off. Second, we can identify parents at risk of layoff as a basis for the control
group. Third, we know the exact layoff date, and can use variation in time
relative to specific deadlines within the school year to identify the effect of a
shock close to exams and application deadlines.

Parental layoffs which happen right before the child’s high school appli-
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Notes. Panel (a) shows the likelihood of on-time high school graduation for the sample of children who are the oldest sibling or only child in their family. Panel

(b) shows the effect on graduation for younger siblings only. The control group is also restricted to only include children of the right sibling order. Sibling order

is used as a proxy for information about the high school choice, as younger siblings have the benefit of a family-level recent experience with applying for high

school. Tests of equality of coefficients are presented in Table 6]
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ey 2)
VARIABLES HS graduate, age 19 HS graduate, age 21
Older sibling 0.0478%#%*%* 0.04027%#%*%*
(0.00615) (0.00554)
Layoff -0.0243 -0.0199
(0.0259) (0.0233)
Oldest: Treated age 15.0 -0.0924 -0.0852%#%*
(0.0439) (0.0396)
Younger: Treated age 15.0 -0.0282 0.0479
(0.0503) (0.0453)
Oldest: Treated age 15.5 -0.160%** -0.153%**
(0.0469) (0.0422)
Younger: Treated age 15.5 -0.0522 -0.0139
(0.0529) (0.0475)
Oldest: Treated age 16.0 -0.0609* -0.0268
(0.0362) (0.0325)
Younger: Treated age 16.0 0.000923 -0.0172
(0.0391) (0.0352)
Constant 0.606%** 0.723%%*
(0.00138) (0.00124)
Observations 569,075 574,331
R-squared 0.015 0.017
F Test: (Old = Young) age 15.0 0.930 4.900
Prob>F, age 15.0 0.336 0.0269
F Test: (Old = Young) age 15.5 2.320 4.760
Prob>F, 15.5 0.128 0.0291
F Test: (Old = Young) age 16.0 1.350 0.0400
Prob>F, 16.0 0.246 0.842

Standard errors in parentheses
** p<0.01, ** p<0.05, * p<0.1

Notes. This table tests the equality of the point estimates shown in Figures[d.10a]and For
each semester-age 15, 15.5 and 16, we test if the effect of parent layoff on the oldest sibling is

equal to the effect on a younger sibling in the same situation. The hypothesis is that when the

oldest sibling is about to apply for high school (age 15.5) the family has less information about

the process and is more vulnerable to a shock. The regression specification adds a control for

sibling order (binary: Oldest or younger) as well as interactions between this control and age

of layoff for treated families. Note that we do not include family fixed effects. If there are two

siblings in the same family, we will observe the family as treated twice, once at the age of the

oldest children in the layoff year, once at the age of the younger child in the same year.
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cation deadline have the largest impact on high school graduation rates. The
impact is precise enough to exclude the effect of parental layoffs on grades as
the driver of the effect on graduation rates. We also find that families who are
likely to have less information about the high school choice are more sensitive
to a parental layoff at the time of high school applications than families with
more experience of the application process. This highlights the parent’s role in
communicating and aligning home and school expectations over the parent’s
role as an additional teacher.

Using layoffs as a natural experiment restricts our understanding to a sce-
nario when the economic insecurity of the family sharply increases over night.
We do not find evidence that the actual drop in material standards is what is
affecting children’s educational outcomes. At the time of layoff, the future
economic outcome of the family is unknown, and we find that the economic
insecurity affects children about to transition to high school negatively, regard-
less of what the future outcome of earnings is.

It is well established, however, that lower income families experience a
higher level of economic stress and insecurity than more affluent families
Our results highlight the link between economic insecurity, parental involve-
ment and educational outcomes. This link can be an important explanation
for the correlation between parental income and educational outcomes. As
discussed by Heckman and Mosso (2014)) and others, the causal link between
parent income and child education is not very well understood. A model which
reduces the income-education channel to credit constraints risks severely un-
derestimating the causal effect of income on education in settings where credit

constraints are low.

228ee for example Sapolsky (2018) for neurological evidence.
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Appendices

Appendix 4.A Background

4.A.1 Layoffs

The register data on layoffs in this paper comes from firms reporting notifica-
tions to the public unemployment authority (Arbetsférmedlingen). According
to Swedish law (1974:13), firms that plan to lay off five or more full-time
employees are required to report this to the local Ul office. The minimum no-
tification period varies by the size of the layoff. The reason for layoff needs
to be specified in the report, ensuring that layoffs are initiated because of a re-
duction in labor demand at the firm. Initially, the firm has to report the number
of individuals getting laid off. After negotiations with the unions are finished,
they also need to report which employees are affected.

Who gets laid off is determined by last-in first-out laws, but can in practice
be rounded by negotiations over severance pay. An employee is categorized as
laid off if she is registered as subject to layoft and we observe her termination
date, but we do not require her to actually register as unemployed. Hence, there
may be selection into layoff, as mediated by the laws and union negotiations,
but we do not condition treatment status on being unable to find a new job after
the initial shock.

To receive Ul benefits, the laid-off worker needs to have been a member of
a Ul fund (A-kassa) for at least a year prior to their termination date, and have
run out of severance pay. (Any severance payment sum is calculated in wage
equivalents based on the last monthly wage prior to layoff.) Hence, we do not
expect all layoffs to appear at the unemployment office. In the data, around
50 percent of everyone experiencing layoff is registered at the unemployment
office the year after layoff, see Figure If eligible, UI benefits are 80
percent of earnings up to a ceiling. The ceiling is determined by law, which
was held fixed in nominal terms over the period 2002-2014. In 2005, the
ceiling was at roughly median earnings.

The average drop in real earnings following a layoff is not very large, but
has a permanent effect on earnings. Appendix Figure 4.1 shows the evolu-

tion of mean earnings over time relative to layoff for the treatment and control
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group, excluding (Figure @.1a) and including (Figure @.1b) UI benefits. Un-
fortunately, we cannot separately observe severance pay from labor earnings,
and there appears to be severance payments in the year after layoff as well as
in the layoff year. Earnings drop by 15-20 percent 2 years after layoff relative
to pre-layoff earnings. 7 years after the shock (in a balanced panel), earnings
are still 10 percent lower than in the control group.

Characteristics of the laid-off population vary by year of layoff. This is to
be expected as in recession laid-off individuals are going to be less adversely
selected than laid-off individuals in years when the business cycle is more
favorable. Figure [4.2] shows the pre-layoff earnings, household income, and

the share of layoffs in manufacturing over the time period.

4.A.2 Earnings by Education Level

Individuals with less than a high school degree in our data earn significantly
less than graduates. Figures (a)—(h) show the income paths for selected
cohorts by highest degree in 2015 (the last year of observation). The sample
is restricted to native-born individuals with a known level of education. The
earnings path for high school dropouts is parallel to the path for high school
graduates for all cohorts, both for mean and median earnings, until at least age
30. Dropouts earn on average less than 70 percent of a high school graduate’s
earnings up to the age of 30.

Appendix Figure 4.7) shows the earnings by education for the same co-
horts, focused on earnings age 16-20. Dropouts earn less than in-school peers,
even during the school years. Official unemployment surveys show that youth
unemployment (individuals aged 15 to 24) in Sweden has been 15-25 percent
since 2001. Among 15-19 year-olds in the labor force, the unemployment rate
is 22-37 percent for the same time period. This relation is driven by selection
or negative opportunity costs of going to high school. A vocational school
may facilitate connections to employers in their vocation, offering higher-paid
job opportunities than to those who have left school. We do not observe the
time of dropout, therefore it is possible that some share in the dropout group
are students who attempt to graduate but fail to meet minimum requirements.

Note that informal jobs will not appear in this administrative dataset.
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Appendix 4.B  Supplementary Figures and Tables
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Appendix Figure 4.3: Highest Education by Age

Notes. Note: This figure shows the share of the total population who have reached the education

level (high school in Panel a and at least one year of university in Panel b) by age.
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Appendix Figure 4.4: Age of Treated Children in the Baseline Sample by Event
Year and Cohort

Notes. Mapping of the distribution of treated children by year of parent lay-
off, child cohort and age. The number of observations in the lightest area is
35 and the darkest red area is 618. Each shade represents an interval of 40
observations.
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(a) Mean earnings, 1975 cohort (b) Median earnings, 1975 cohort
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Appendix Figure 4.6: Income Paths by Education Level — Selected Cohorts
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Appendix Figure 4.7: Income Paths by Education Level at Ages 16-20 — Se-

lected Cohorts
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Appendix Figure 4.8: High School Completion by Age 21

Notes. This figure shows the estimated impact of parental layoffs on children’s
high school graduation rate by age 21 separately by child age at the time of par-
ent separation. The dotted line at age 19 represents the time when students are
expected to graduate from high school if they are graduating on time. The dot-
ted line at age 16 represents the time when students transition from compulsory
school to high school. The parameter estimates correspond to the coefficients
Oy s from Equation for child ages at parent layoff of ag € [13,25], nor-
malized to 0 at ag = 22,5 = 0. The regressions include cohort and event year
fixed effects and are run on the matched sample. The outcome, high school
graduation by age 21, is defined as a dummy equal to 1 if the child’s highest
education 21 years after birth is a completed 2- or 3-year high school degree or
higher, and 0 otherwise. 98 percent of all high school graduates have graduated
by age 21.
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Appendix Figure 4.9: Graduation Rates for Children with Parental Layoffs Only

Notes. Raw data: Binned scatterplot of the high school completion and month

of separation. No controls, only data from families with a parental layoff. Each
scatter is a calendar month-age bin.
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Appendix Figure 4.10: Robustness of ITS Estimates to Varying Bandwidths

Notes. The MSE optimal bandwidth follows Imbens and Kalyanaraman (2012)
and the CER optimal bandwidth follows Calonico et al. (2014), in line with the
literature on regression discontinuity designs.
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Appendix Figure 4.11: High School Graduation Rate by First Day of Parent
Unemployment

Notes. This figure shows the differential impact of parent layoffs around the
time of high school applications for parents who experience unemployment
subsequent to their termination date. The outcome is defined as the high school
completion rate relative to the matched control group. The bandwidth is chosen
to be MSE optimal at the interruption time using the method of Calonico et al.
(2014), following the standard approach for regression discontinuity designs.
The solid line represents the high school graduation deadline on February 1st,
the Spring semester when children are 15. The dotted line furthest to the left
represents the last final exam date, in the second week of May. For complete-
ness, we also show the line at the start of grade 8, in the Fall semester at age
14, when children first start to receive grades.
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Appendix Table 4.1: High School Choice Environment

Year School Market level Municipality level
N Schools N Programs Programs >15 N Schools No school

2000 mean 8.96 14.51 0.53 1.04 0.33
sd  (14.84) (2.26) (0.50) (1.08) 0.47)

2005 mean 10.41 15.28 0.64 0.89 0.36
sd  (14.73) (2.83) (0.48) (0.86) (0.48)

2010 mean 12.46 15.65 0.71 0.84 0.42
sd  (16.32) (2.59) (0.46) (0.90) (0.49)

2013 mean 15.61 15.75 0.69 1.55 0.38
sd  (19.02) (2.76) (0.46) (1.80) (0.48)

Notes. The average number of schools and programs a student making a high school choice will
face in her school market* or municipality.
* School markets are defined based on 2010 commuting patterns defined by Skolverket (2011).

Source: Skolverket.
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Appendix Table 4.2: Regression Coefficients Used in Figure

M
VARIABLES HSever19

Treatment age 15.0 -0.112%%*

(0.0333)
Treatment age 15.5 -0.152%%*
(0.0349)
Treatment age 16.0  -0.0627*%*
(0.0263)
Treatment age 16.5  -0.0313
(0.0291)
Treatment age 17.0  -0.0270
(0.0247)
Treatment age 17.5  -0.0319
(0.0249)
Treatment age 18.0  -0.0207
(0.0240)
Treatment age 18.5  -0.0415%*
(0.0244)
Treatment age 19.0 -0.0513%**
(0.0246)
1.layoff event 0.0221
(0.0169)
Constant 0.638%*%*
(0.00103)
Observations 445,642
R? 0.015

Standard errors in parentheses
*#%k p<0.01, ** p<0.05, * p<0.1

Notes. This table displays the coefficients plotted in Figure 4.4] and are the
basis for the F-tests in Table [4.3]
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Appendix Table 4.3: The Effect of a Layoff in High School Ages: Joint Signifi-
cance Test

F test specification Prob>F

F:19=0 4.360 0.0368
F: 19-18.5=0 2.500 0.0819
F: 19-18 =0 1.740 0.156
F:19-17.5=0 1.320 0.261
F: 19-17 =0 1.740 0.383
F: 19-16.5 =0 0.880 0.507

Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Notes. This table tests if there is a significant effect of experiencing a parental layoff during
high school based on the coefficients in Figure 4] (reported in Appendix Table[d.2). Starting
with the effect of a layoff in the spring semester of age 19, each row adds the effect of a layoff
at a younger age.
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Appendix Table 4.4: Earnings Path for Dropouts and High School Graduates in
the Baseline Sample

Dropout at 21 HS graduate at 21 | Dropout at 19 HS graduate at 19
(1) 2 3) “
Age 16 2527.7 3644.1 2561.7 3879.6
(6664.9) (6562.1) (6494.0) (6657.0)
Age 17 5626.9 7741.7 5578.8 8281.1
(14417.4) (11566.8) (13613.7) (11552.0)
Age 18 12578.8 16022.7 11996.2 17319.2
(27422.0) (20662.1) (25119.1) (21031.8)
Age 19 291174 50860.2 26559.7 58116.4
(50167.1) (49222.0) (45475.6) (50105.7)
Age 20 52173.2 109137.4 51019.1 123550.5
(76473.8) (91116.9) (71388.0) (91765.8)
Age 21 70909.5 140402.5 78690.0 150370.0
(92493.2) (104072.7) (93259.3) (104196.2)
Age 22 87670.8 162874.6 99762.1 170618.2
(103576.9) (112757.7) (106138.8) (112820.2)
Age 23 103704.6 178837.4 116881.7 185664.2
(113974.9) (119975.4) (117006.6) (119425.7)
N 75461 83393 102975 55879

mean coefficients; sd in parentheses

Notes. Real income by age in baseline sample with weights. Individuals with
any university enrollment at age 23 or younger are excluded from the sample.
Columns 1 and 2 define individuals as high school graduates or dropouts based
on their highest level of education at age 21. Columns 3 and 4 use the highest
level of education at age 19.
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Sammanfattning

Denna avhandling innehaller fyra fristaende uppsatser inom arbetsmarknads-
ekonomi, offentlig ekonomi och hélsoekonomi. Kapitel 1 underséker om av-
kastning pa firdigheter pa arbetsmarknaden kan forklara kohorttrender i upp-
mitta kognitiva fiardigheter bland svenska mén. Kapitel 2 studerar anvindning-
en av nya likemedel i Sverige, med fokus pa skillnader mellan sjukhus och
socioekonomiska grupper. Kapitel 3 undersoker hur generositeten i arbets-
16shetsforsikringen paverkar arbetslosas anviandning av hilso- och sjukvard.
Kapitel 4 studerar hur forédldrars arbetsforlust paverkar barns utbildningsval.

Icke-tekniska sammanfattningar av varje kapitel foljer.

Kapitel 1 — Kan marknadsincitament hjilpa till att forklara trender i kog-
nitiva firdigheter? En omfattande litteratur, som borjade med Flynn (1984
1987) och har granskats av bland andra Schaie m. fl. (2005)) och Pietschnig och
Voracek (2015), har dokumenterat en betydande och ldngvarig 6kning i matt
pa kognitiv formaga 6ver fodelsekohorter i industrialiserade ldnder. Denna FF-
lynn-effekt"har fatt stor uppmérksamhet och har givits flera forklaringar inom
kognitionsvetenskap. Vanligtvis betonar dessa foreslagna forklaringar faktorer
som forbittrad hélsa och niring (t.ex., Pietschnig & Voracek, 2015}, Rinder-
mann m. fl., 2017). I nationelekonomisk teori kan sadana faktorer ses som att
de Okar tillgangen pa fardigheter.

Vissa forskare har dock foreslagit att fordndrad efterfragan ocksa kan for-
ma kohorttrender i kognitiv férmaga (t.ex., Dickens & Flynn, 2001). Till och
med James R. Flynn (2018, s. 79) sjdlv noterade att “[n]dr samhdllet ber oss
att oka var anvdndning av ndgon firdighet over tid, svarar hjdrnan pa detta”,
men det dr oklart hur viktiga dessa efterfragefaktorer r i praktiken.

Det forsta kapitlet, Labor Market Returns and the Evolution of Cogni-
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tive Skills: Theory and Evidence, samforfattat med Santiago Hermo, David
Seim och Jesse M. Shapiro, tar sig an denna fraga genom att undersdka huruvi-
da marknadsincitament, mitt genom avkastning pa fardigheter pa arbetsmark-
naden, kan hjilpa till att forklara kohorttrender i kognitiva fardigheter.

Var analys baseras pa administrativa data med pozng fran standardisera-
de tester av kognitiva fardigheter, genomférda vid monstring, matchade med
registerdata over inkomster och socioekonomisk bakgrund for néstan hela po-
pulationen av svenska mén fodda 1962-1975. De tester som anvindes for att
mita kognitiva fardigheter forblev identiska under var studieperiod, vilket gor
det mojligt for oss att méta trender 1 kognitiva fardigheter 6ver fodelsekohorter.

Vi borjar med att utveckla en ny ekonomisk modell f6r investering i mul-
tidimensionella fardigheter. I modellen beror en individs fardigheter pa en ex-
ogen begavning (som fangar upp tillgangsfaktorer, sasom hilsa) och investe-
ringar 1 fardigheter som gors innan intriddet pa arbetsmarknaden (av fordldrar,
barn och skolor). Investeringar i firdigheter beror i sin tur pa den livslanga
avkastningen pa dessa firdigheter.

Vi tillimpar modellen pa de administrativa data och fokuserar pa tva di-
mensioner av kognitiv formaga: logiskt tinkande och ordférradskunskap. Den
forstndmnda r ett typiskt matt pa flyrande intelligens (Carroll, |1993), for vil-
ken kognitionsvetare har dokumenterat sérskilt uttalade 6kningar over tid. Den
sistnamnda &r ett typiskt matt pa kristalliserad intelligens (Carroll, |1993)), dir
observerade okningar vanligtvis har varit mindre uttalade. Vi estimerar model-
len under antagandet att andra determinanter 4n arbetsmarknadsavkastning inte
har gynnat en fardighetsdimension oproportionerligt mycket 6ver den andra.

Var analys ger tre huvudsakliga resultat. For det forsta, i linje med tidiga-
re forskning (Castex & Dechter, 2014; Edin m. fl., [2022; Markussen & Rged,
2020), finner vi att den livslanga avkastningen pa arbetsmarknaden for bada ty-
perna av kognitiva fardigheter minskade dver fodelsekohorter. Daremot mins-
kade avkastningen pa ordforradskunskap relativr till logiskt tinkande med 46
procent. Samtidigt forbéttrades prestationen pa testet for logiskt tinkande med
4.4 percentilenheter, medan prestationen pa ordférradskunskapstestet minska-
de med 2,9 percentilenheter, bada mitta i férhallande till testpodngsfordelning-
en for min fodda 1967.

Enligt var modell ledde 6kningen av arbetsmarknadsavkastningen for lo-

giskt tinkande relativt till ordf6rradskunskap till en 6kning av investeringar i
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logiskt tinkande pa bekostnad av ordférradskunskap. Men hur mycket av tren-
derna i testresultaten kan forklaras av fordndringar i arbetsmarknadsavkast-
ningen? Nir vi tillimpar modellen pa data, visar vart andra huvudreslutat att
fordandrade arbetsmarknadsavkastningar kan forklara 37 procent av okningen i
logiskt tankande, medan resten forklaras av andra faktorer. Vidare kan fériand-
rade arbetsmarknadsavkastningar helt férklara minskningen i ordf6rradskun-
skap, eftersom vi uppskattar att dessa fardigheter skulle ha forbéttrats om ar-
betsmarknadsavkastningarna hade forblivit ofordndrade pa 1962 érs niva.

Vart tredje huvudresultat visar att foridldrar och skolor, tva centrala akto-
rer i barns firdighetsinvesteringar, har lagt 6kad vikt vid att utveckla resone-
mangsformaga relativt till faktakunskap. Med hjilp av en egen enkétundersok-
ning visar vi att fordldrar till senare kohorter anser att resonemangsformaga
ar viktigare for deras barn @n faktakunskap. Vidare genomf6r vi en textanalys
som visar att de svenska ldroplanerna for grundskolan over tid har skiftat fo-
kus mot att utveckla resonemangsformaga relativt till faktakunskap, ett resultat
som dr konsekvent med en omfattande pedagogisk litteratur. Vi ser dessa re-
sultat som forenliga med var forklaring av trenderna i testresultaten for logiskt
tinkande och ordférradskunskap.

Vara resultat tyder pa att det dr anvindbart att inforliva marknadsincita-
ment och ekonomiska verktyg i studiet av bestimningsfaktorerna for kohortt-
render i kognitiva fardigheter. Var analys ger upphov till manga intressanta
fragor: Ar skolorna de huvudsakliga drivkrafterna bakom 6kningen av tillging-
en pa resonemangsformaga? Varfor belonar arbetsmarknaden i allt hogre grad
logiskt tankande framfor faktakunskap? Kan foréndringar i arbetsmarknadsav-

kastning ocksa paverka trender i icke-kognitiva fardigheter?

Kapitel 2 — Hur infors nya likemedel i olika socioekonomiska grupper?
Nir ny teknik introduceras dr det vanligt att det finns stor variation i hur den tas
i bruk. Stora skillnader i spridningen av teknik har dokumenterats bade inom
och mellan ldnder och i sammanhang som jordbruk, tillverkning, transport och
medicin (se t.ex., Comin & Mestieri, [2014; Miraldo m. fl., [2019; Skinner &
Staiger, 2007, 2015)).

Inom hilso- och sjukvarden &r det viktigt att forstd i vilken utstrickning
anvindningen av innovationer, sasom nya likemedel, varierar mellan sjukhus

och patientgrupper eftersom langsam inforande kan vara kostsamt nir nya be-
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handlingar &r avsevirt bittre 4n befintliga. Skillnader i inférande mellan socio-
ekonomiska grupper kan ocksa bidra till hilsoskillnader (t.ex., Chetty m. fl.,
2016}, Finkelstein m. fl., 2021} Mackenbach, 2012; Zhang m. fl., 2010).

Det andra kapitlet, Adoption of Medical Innovations Across Hospitals
and Socioeconomic Groups: Evidence from Sweden, samforfattat med Fa-
bian Sinn, undersoker inférandet av nya likemedel med hjilp av administrativa
data fran Sverige. Var analys kombinerar individdata fran register 6ver sluten-
och dppenvardsbesok och likemedelsinkdp med registerdata dver socioekono-
misk bakgrund och arbetsmarknadshistorik.

For att mita inforandet av ett nytt likemedel approximera vi forst dess
malgrupp genom att koppla dess indikationer till diagnos- och atgirdskoder i
registerdata. Dérefter miter vi inférandet genom att matcha datum for vardbe-
sok med receptdatum for kopta likemedel. For att mita inforandet pa sjukhus-
niva sparar vi andelen patienter som besokt ett visst sjukhus och som koper
lakemedlet efter utskrivning.

Genom att fokusera pa 58 nya likemedel for 47 hilsotillstand (som hjért-
kirlsjukdomar, lungsjukdomar och diabetes) dokumenterar vi betydande skill-
nader i inférandegrad mellan sjukhus och socioekonomiska grupper. Till ex-
empel, vid slutet av var studieperiod var inférandegraden for sjukhus i 90:e
percentilen ungefar tre ganger sa hog som for sjukhus i 10:e percentilen. Lik-
nande monster giller nidr vi tittar pa specifika grupper, sasom patienter med
hjartinfarkt, formaksflimmer eller kroniskt obstruktiv lungsjukdom (KOL).

Dessutom finner vi en positiv korrelation mellan en patients inkomstpo-
sition (mitt fore sjukhusvistelse) och inférandegraden av nya likemedel for
olika hélsotillstand, fran hjért-kdrlsjukdomar till lungsjukdomar och ADHD.
Sammanlagt for alla vara nya likemedel finner vi att en overgang fran den
lagsta till den hogsta inkomstpercentilen okar sannolikheten for att kopa ett
nytt likemedel med cirka 0,1 procentenheter, eller 10 procent i forhallande till
den genomsnittliga inférandegraden.

For att bedoma de potentiella konsekvenserna av skillnaderna i inférande-
monster anvinder vi ett nytt blodfortunnande likemedel som fallstudie, vilket
fick brett genomslag under var studieperiod. Genom en enkel berikning fin-
ner vi att om inforandegraden hade harmoniserats mellan de hogsta och lagsta
inkomstdecilen, kunde 6verlevnadsgraden efter 12 manader for forstgangspati-

enter med hjartinfarkt potentiellt ha 6kat med 1,2 procent. Det &r virt att notera
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att vi for detta lakemedel inte fann att bittre sjukhusledning eller lidkemedlets
inkludering i regionala riktlinjer var associerat med snabbare inforande, vilket

tyder pa att andra faktorer kan ligga bakom skillnaderna i inférandegrad.

Kapitel 3 — Paverkar arbetsloshetsforsikring anvindningen av sjukvard?
En omfattande litteratur inom ekonomi, sociologi, folkhilsa, psykologi och
andra samhéllsvetenskaper visar att arbetsloshet och jobbforlust ér stressande
hindelser som paverkar den mentala och fysiska hilsan negativt (t.ex., Brand,
2015 Dooley m. fl., (1996} Jahoda, |1982; Picchio & Ubaldi, 2023; Wanberg,
2012).

Forutom att skapa oro for de som forlorar sina jobb, kan dessa hilsoeffek-
ter av arbetsloshet ocksa bli kostsamma for samhéllet om de arbetslosa 6kar
sin anviandning av sjukvard, t.ex. pa grund av langvarig stress. Dessa kost-
nader kan potentiellt vara stora eftersom individer vanligtvis betalar en liten
andel av den totala kostnaden for den vard de far. Exempelvis stod hushall for
endast 6 procent av kostnaderna for slutenvard, 18 procent av kostnaderna for
oppenvard och 25 procent av kostnaderna for receptbelagda likemedel ar 2016
i OECD-lédnder (Organisation for Economic Co-operation and Development,
2019).

Det tredje kapitlet, Unemployment Insurance Generosity and Health:
Evidence from Sweden, samforfattat med Arash Nekoei och David Seim, un-
dersoker om arbetsloshetsforsikringen paverkar mottagarnas anviandning av
sjukvard. Om tillgang till mer generdsa arbetsloshetsformaner hjdlper till att
mildra de negativa hilsoeffekterna av arbetsloshet, bor detta beaktas nidr man
faststéller den optimala nivan for arbetsloshetsformaner. Att studera effekterna
pa sjukvardsanvindning bidrar ocksa till att belysa om de negativa hilsoeffek-
terna av arbetsloshet frimst beror pa inkomstbortfallet efter jobbforlust eller
om andra faktorer, sdsom social stigma eller forlust av sociala kontakter och
identitet (som betonats av t.ex., Jahoda, |1982)), ir viktigare.

Var analys anvénder individdata fran administrativa register over cirka
340,000 arbetsloshetsperioder, som vi kopplar till detaljerad registerdata dver
slutenvards- och dppenvardsbesok samt likemedelsinkop. Vart kostnadsmatt
syftar till att fanga de fullstindiga kostnaderna for sjukvardsanviandning, in-
klusive egenkostnader men ocksa kostnader som ticks av likemedelsforsak-

ringen for lidkemedelsinkop samt resurskostnader for patientens vard, sdsom
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personal- och administrativa kostnader for slutenvards- och 6ppenvardsbesok.

For att uppskatta den kausala effekten av arbetsloshetsersittning pa sjuk-
vardsanvindning anvinder vi en sa kallad regression kink design. Denna me-
tod utnyttjar att arbetsloshetsersittningen har ett tak — en vanlig egenskap i
arbetsloshetsforsikringssystem virlden over. Detta skapar ett knyck i forhal-
landet mellan arbetsloshetserséttningen och inkomsterna fore arbetslosheten
vid den punkt dir individen nar erséttningstaket. Sa ldnge individer med in-
komster strax under och dver detta knyck &r liknande i andra avseenden som
paverkar sjukvardsanviandning, kan vi tillskriva eventuella knyckar i férhallan-
det mellan sjukvardsanviandning och inkomster fore arbetslosheten en kausal
effekt av arbetsloshetsersittningen pé sjukvardsanvindning.

Vi finner att generositeten i arbetsloshetsforsdakringen inte paverkar sjuk-
vardsanvindningen hos personer med arbetsloshetsersittning runt knyckpunk-
ten. Till exempel kan vi for de forsta 20 veckorna av arbetsloshetsperioden
utesluta forandringar i de totala sjukvardskostnaderna storre dn 9 procent per
en procent 0kning i dagliga arbetsloshetsersittningar. Vara resultat &r likar-
tade for bade mén och kvinnor, yngre och dldre individer samt korttids- och
langtidsmottagare av formaner.

Resultaten fran detta kapitel indikerar att, atminstone i en svensk kontext,
sma justeringar av nivan pa arbetslgshetsformaner inte skulle ha nagon storre
paverkan pa sjukvardsanviandningen bland de arbetslsa. En intressant Gppen
fraga dr om samma giller for andra socialforsdkringsprogram, sdsom sjukfor-
sdkring, diar mottagarna generellt sett har sémre hilsa dn de arbetslosa. Till ex-
empel visar ny forskning fran USA att tillgang till mer generds sjukforsikring
till och med kan minska dodligheten bland mottagarna av formaner (Gelber
m. fl.,[2023).

Kapitel 4 — Paverkar forildrars jobbforlust barnens utbildningsval? Ut-
bildningsniva dr starkt korrelerad med fordldrarnas inkomst i manga samman-
hang. Till exempel 6kade korrelationen mellan familjeinkomst och universi-
tetsinskrivning mellan 1980-talet och 2000-talet i USA (Belley & Lochner,
2007), och familjer med hogre socioekonomisk status utnyttjar mojligheten till
fritt skolval oftare i Sverige och andra europeiska linder (Ambler, |1994; Skol-
verket, [2003). Aven om denna korrelation kan spegla kreditbegriinsningar, kan

den ocksa spegla andra faktorer, sisom ekonomisk osdkerhet som begriansar
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den tid forédldrar har for att engagera sig i sina barns utbildning.

Det fjérde kapitlet, Family-Level Stress and Children’s Educational Cho-
ice: Evidence from Parent Layoffs, samforfattat med Julia Tanndal, under-
soker hur en fordlders uppsigning paverkar barnens utbildningsresultat, med
fokus pa valet av gymnasieprogram i Sverige. Eftersom det inte finns nagra ter-
minsavgifter, men valet av skola och program kan vara komplext for familjer,
hjilper denna kontext till att skilja mellan effekterna av finansiella och icke-
finansiella begriansningar pa barnens utbildningsresultat i ldginkomstfamiljer.

Vi anvinder svenska registerdata om hiandelser dir en arbetsgivare planerar
att sdga upp fem eller fler anstillda p4 samma arbetsplats pa grund av en lang-
siktig minskning av arbetskraftsbehovet. Vi kopplar information om forildrar
som &r anstdllda pa foretag med minst en sadan hindelse till information om
fordldrarnas barns utbildningsniva. Centralt for var analys dr att tidpunkten for
uppsdgningarna sannolikt inte 4r relaterad till egenskaperna hos de drabbade
forédldrarna eller hur gamla deras barn dr vid uppsigningstillféllet. Vi anvénder
dérfor variationen i barnets alder vid tidpunkten for uppsédgningen for att upp-
skatta hur uppsédgningar som intrédffar vid olika tidpunkter i barnets liv paverkar
utbildningsnivan.

Vi finner att barn i familjer med en forédlder som blivit uppsagd 4r mindre
bendigna att slutfora gymnasiet jamfort med sina jimnariga, sérskilt nir upp-
sdgningen sammanfaller med 6vergangen fran grundskola till gymnasiet (ald-
rarna 15-16 ar). Sannolikheten att slutféra gymnasiet i tid minskar med 15
procentenheter (fran 73 till 58 procent) for barn vars forédldrar sdgs upp 6-12
manader fore skolovergangen. Daremot minskar sannolikheten for examen en-
dast med cirka 3 procentenheter for barn som redan &r inskrivna pa gymnasiet
vid tidpunkten for fordlderns uppsédgning.

Tva resultat tyder pa att vara resultat drivs av att uppsédgningar minskar den
tid forédldrar har for att investera i sina barns utbildning. For det forsta ser vi att
effekterna pa gymnasieavslut dr storre nir uppsédgningen sker fore tidpunkten
for gymnasievalet, en period da fordldrarnas stod #r viktigt. For det andra dr
effekterna av foréldrars uppsidgningar storre nir de drabbar det édldsta barnet.
Diremot kan vi inte utesluta att uppségningar inte paverkar sannolikheten att
slutfoéra gymnasiet bland yngre syskon. Detta sista resultat dr forenligt med
att fordldraledigheter &r mer skadliga i familjer med mindre information om

skolsystemet, eftersom yngre syskon borde ha tillgang till mer kunskap om
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skolval innan gymnasievalet blir relevant for dem.

Sammanfattningsvis belyser véra resultat att tidpunkten for fordldrars jobb-
forlust och hur den samverkar med kritiska 6vergangsperioder i utbildningssy-
stemet dr viktiga for att avgora hur skadliga uppsédgningar édr for barns utbild-

ningsresultat.
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